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Abstract
Dephasing is the loss of phase coherence due to the interaction of an electron with the
environment. The most common approach to model dephasing in light-matter interaction is the
relaxation time approximation. Surprisingly, its use in intense laser physics results in a
pronounced failure, because ionization is highly overestimated. Here, this shortcoming is
corrected by developing a strong field model in which the many-body environment is
represented by a heat bath. Our model reveals that ionization enhancement and suppression by
several orders of magnitude are still possible, however only in more extreme parameter regimes.
Our approach allows the integration of many-body physics into intense laser dynamics with
minimal computational and mathematical complexity, thus facilitating the identification of
novel effects in strong-field physics and attosecond science.
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1. Introduction

Strong laser-matter interaction is commonly modeled as a
closed quantum system with a single active electron [1, 2].
While this assumption is well justified for atomic gases, its
validity is not so clear for denser materials, such as liquids
and solids. A full many-body treatment of the non-perturbative
dynamics of all electrons and nuclei is prohibitively difficult.
Therefore, it is more practical to model dense materials as a
single active electron within an open quantum system, where
many-body effects are accounted for by interactions with the
environment [3-5]. Due to its simplicity, the environment in
intense laser-driven solids is mostly modeled in the relaxa-
tion time approximation [6, 7], where the effect of many-body
dynamics is replaced by a dephasing time 7, [8-10]. Here,
the relaxation time approximation only refers to the dephasing
term 75, not the energy relaxation time 7. In particular, the
T, represents a constant decay of the dynamics of off-diagonal
density matrix elements (p;;, i # j) i.e. loss of coherence. Note
that dephasing is also commonly referred to by I' [11]. In our
case I' = 1/T. For dielectrics, the T, is typically around a few
femtoseconds [6, 12, 13].

However, a simple calculation for an under-resonantly
driven two-level system reveals questionable features of
the relaxation time approximation in accurately predicting
ionization [14]. Following the conventional optical ionization
theory, we refer to ionization as the laser-induced excitation of
an electron from the valence |0) to the conduction |1) band. In
figure 1(a) the ionization dynamics with dephasing described
via the relaxation time approximation (yellow ~10~'%) and
without dephasing (blue ~1078%) are compared. It can be
seen that the relaxation time approximation predicts 10~'%
ionization under a very moderate electric field strength Ey =
5x108Vm~!.

This is clearly unphysical because laser damage of semi-
conductors (ZnO, for example) occurs around 5 X 10°Vm~'.
This leads to laser induced free carrier density ~10?*cm™3
[15, 16], equivalent to ~5% ionization based on the atomic
density ~2 x 1083 ecm™3 [17]. For weak electric field 5 x
103Vm™!, the expected free carrier density is ~10'°cm~3
corresponding to ionization ~107%% [18]. By comparing
~107%% to the yellow curve in figure 1(a) (~107'%), we can
see that the relaxation time approximation overestimates the
ionization by five orders of magnitude.

Many attempts have been made to mitigate the overestima-
tion of ionization [12, 13, 19-21]. However, the underlying
issue is still not resolved. Dephasing typically refers to the
loss of coherence between two energy levels and is generally
considered separate from excitation or transition processes.
However, our results indicate that when the phase relationship
between the laser field and the two-level system is disrupted,
virtually excited electrons are prevented from returning to the
ground state. This leads to a real transition i.e. a change in pop-
ulation distribution in the two-level system after the laser pulse
is gone. We refer to the resulting ionization enhancement as
dephasing ionization. The apparent shortcomings of the relax-
ation time approximation leave a gap between more complex
and computationally demanding many-body approaches and
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Figure 1. Illustration of under-resonantly driven, open
two-level/band systems. Panel (a) presents the two-level system
(band gap E, = 3.51 eV) described by the relaxation time
approximation. On the right-hand side, ionization with (7, = 6fs,
yellow curve) and without dephasing (72 = oo, blue curve) is
compared. A moderate electric field strength Eg = 5 x 108 Vm™!
with photon energy ~0.39 eV (Ao = 3.2 pum) is chosen (see
supplement figure S5 for details). Panel (b) shows the two-band
system coupled to a heat bath described via the spin-boson model.
The heat bath is modeled using boson harmonic oscillator modes.
As the temperature rises, boson modes with higher energies are
engaged (gray curves).

Temperature /

oversimplified dephasing models commonly used in intense
light—matter interaction.

Furthermore, ionization is the first step in all strong field
processes, such as material machining [22-24], petahertz
electronics [25, 26], electron acceleration from nano emitters
[27], and high-harmonic generations [2, 28]. Due to the
importance of ionization, a deeper understanding of dephas-
ing ionization is essential.

As such, a more sophisticated model is needed that ideally
maintains most of the simplicity and wide applicability of the
relaxation time approximation. We borrow inspiration from
the field of open quantum systems and adopt one of its key
achievements, the spin-boson model, which typically serves
as a minimal model to describe the quantum dynamics of an
electron under the influence of the environment [29-31]. Here,
the spin-boson model is integrated into the semiconductor
Bloch equations governing intense laser solid-state physics.
The electron dynamics is represented by a single electron—
hole, two-band model which is linearly coupled to its environ-
ment via bosonic harmonic oscillator modes, see figure 1(b).
The so-called strong field spin-boson (SFSB) model allows for
a closed-form solution of the electron dynamics in an environ-
ment and in the presence of an intense laser. We refer to the
environment as a heat bath in the rest of the paper.

The SFSB model fixes the pathological ionization
behavior displayed by the relaxation time approximation.
Nevertheless, numerical analysis of the SFSB equation
reveals that ionization enhancement of up to a few orders
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of magnitude is still possible, but only at high temperat-
ures. Interestingly, in the opposite low-temperature limit the
heat bath can suppress ionization by up to a few orders of
magnitude, which we term as dephasing suppressed ioniz-
ation. This occurs when the electron and heat bath interact
strongly.

The SFSB model provides a distinctive approach to uncov-
ering the physics of complex many-body systems with min-
imal computational and mathematical complexity. The pre-
dictive power of the SFSB approach can be progressively
refined through either more detailed models or by fine-tuning
the heat bath response through comparison with experiments.
We anticipate that the SFSB framework will facilitate the dis-
covery of new phenomena in strong-field physics and atto-
second science.

2. Theory

Our analysis starts with a single electron two-band system
coupled to a bosonic heat bath via a linear interaction term,
[32, 33]

1 1

e e+ 0
q

+‘71qu (by + b)) M

q

Here, E(7) is the laser electric field, the vector potential
is defined by —0,A =E, and K; = K+ eA(t) /h. The canon-
ical momentum K belongs to the shifted Brillouin zone
BZ. Further, Q(K,,t) = (2¢/h)d(K,;,t)E(t) is a generalized
Rabi frequency, e >0 is the elementary charge and 7 is the
reduced Planck constant; d(K;,#) and (K, 1) represent trans-
ition dipole and bandgap between conduction |1) and valence
|0) band, respectively. The time dependence of these quantities
arises from the moving momentum frame. The Pauli matrices
are denoted by o; (j = x,y,2). Finally, w,, l;:;, l;q, and g, are the
harmonic oscillator frequency, creation, and annihilation oper-
ators, and the coupling coefficient of a mode with momentum
q, respectively. In particular, the work [34] suggests that the
coupling strength g, is proportional probability distributions
of the bosonic environment of mode ¢. This coupling term
proportional to g, in equation (1) is a generic form and is valid
for strong field interactions of electron-plasmon [35], electron-
phonon [36], and electron-exciton. Besides, g, can be directly
calculated via the ab-initio method, which corresponds to the
scattering matrix element between the initial and the final state
[34-36]. Here we refer to the interactions between the electron
(in the two-band system) and the exciton or plasma as collect-
ive electron interactions.

The coupling term between the heat bath and the two-
band system appears exclusively in the diagonal terms of the
Hamiltonian. Thus, it accounts only for dephasing, and not
directly for heat-bath driven transitions between bands, i.e
the off-diagonal terms. Nevertheless, due to the coupling of
laser and heat bath driven dynamics [6, 37], dephasing does
influence the overall ionization. In the high-temperature limit,

multi-boson transitions between valence and conduction band
could become relevant but are ignored here.

The Hamiltonian shown in equation (1) can be further sim-
plified. First, we perform a polaron transformation that diag-
onalizes the laser-free Hamiltonian [38]. This is followed by a
change to the interaction picture, which results in

& (K1)

Hy=-=73

o, + %m (K,,1) (J+DT2 T 0_132) @

For a detailed derivation, see supplementary material, section
I. Here, o4 = (0x+i0y)/2 and o_ = (0, —ioy)/2. The
interactions with laser and heat bath are now described by
a single term, with the shift operator defined as D(r) =

exp { =22, 84 [P (1) = by(1)] /() }.

The evolution of the density matrix is determined by the
integration of the Liouville—Von Neumann equation with the
Hamiltonian shown in equation (2). Initially, the valence band
is fully occupied, the conduction band is empty, and the
heat bath is in thermal equilibrium. A closed-form solution is
obtained by using a Dyson expansion up to the second order.
As we are only interested in the two-band system dynamics,
the heat bath degrees of freedom are traced out (see supple-
mentary material sections II and III for details) [9, 32, 33, 39—
46]. We found that the dominant contribution to ionization is
contained in the second order expansion term [44] from which
the conduction band population follows as

t 151
ne (K,t) = ;Re{/ / Q* (K, ,t1)Q2(K,,, 1)
xexp[iS(t1,) +C(ty —n)|dhdh},  (3)

ne (1) = /Jc (K,1)dK, @)

BZ

where the action S(t1,n) = f;‘ dr&(K,,7)/h, and
E(K,,7) = /EK,,T)2+|hQ(K,,T)|? is the bandgap shif-
ted by the dynamic Stark effect [44, 47, 48]. As equation (3)
suggests, all the environment (heat bath) influences are exclus-
ively included by the correlation function C(t; — 1,). Typically,
the correlation function indicates that the future evolution of
the system depends not only on its instantaneous state but also
on its past history [4, 49]. Specifically, the correlation function
is defined as:

Clty— 1) ~ /OC J(w) {isin[w (1 — )]

— 00

{1 —cos[w(ts — )]} coth (Z’ZJ }dw,
)

where kp is the Boltzmann constant. The temperature T
dependence in equation (5) is contained only in the coth term.
The g, coefficient in equations (1) and (2) are replaced by
a spectral density J(w) through a transition from discrete to
continuous modes. The spectral density depends on two para-
meters: coupling strength j,, and cutoff frequency w,. There
exists a wealth of different models for the spectral density
J(w), such as the Debye [43], Ohmic [9], Under-Damped
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Brownian [33, 45], Gaussian [46], and Shifted-Gaussian mod-
els, the definition of which can be found in the supplementary
material, section IV.

The relaxation time approximation is recovered for the
Debye bath in the high T-limit, C(t1 — 12) — —(t1 — tz)/Tz
with T, = h/(2mwkgTj,), as outlined in the supplementary
material, section IV.A. By contrast, the high 7-limits of the
other heat bath models do not exhibit a linear time dependence
in the exponent.

In the context of strong laser solid material interaction, the
temperature T refers to the local electron or ion temperature.
Our approach presents an approximation, as the system, its
dependence on laser pulse duration, is not always in thermal
equilibrium. This process is typically analyzed via the well-
established two-temperature model [50-52], where the laser
first heats the electrons, and the absorbed energy of the elec-
trons is subsequently transferred to the lattice, increasing its
temperature. Material damage or melting is typically determ-
ined by the lattice temperature. For dielectrics, damage occurs
around a few thousand K, even though the electron temperat-
ure can be much higher, reaching up to 10° K [50-52]. While
our approach can be extended to describe non-equilibrium heat
baths, this would go beyond the limit of an initial investigation.

The cutoff frequency w, falls within the terahertz to the far-
infrared range for phonons, and spans the far-infrared to the
mid-infrared range for collective electronic excitations, such
as excitons and plasmons. The coupling strength j, is a dimen-
sionless parameter ranging from 10~3 to multiples of unity
[32, 33, 53-56]. For phonons, j, < 1 in IlI-V semiconduct-
ors, whereas j, > 1 in more polar [I-VI compounds [3]. Strong
electron-phonon coupling j, > 1 typically occurs in very polar
materials [55, 57] such as bi-layer graphene [58], single-layer
InSe [59] and superconductors [60, 61]. For collective elec-
tronic excitations, the coupling strength depends on the elec-
tron density [35]. For electron densities above 10*° cm™3 and
for hw. ~ 1eV the plasmon coupling strength can become
comparable to and even exceed the phonon coupling strength.

3. Results

We have selected zinc oxide (ZnO), a representative and
widely studied semiconductor. The crystal momentum k
dependence in the entire 3D Brillouin zone is considered for
the two-band system. Material parameters are derived from
ab initio calculations [62-64] (see supplementary material
section V, table I). We find that both 3D and 1D calcula-
tions along the I"-M direction yield similar results in terms of
relative heat bath-induced ionization changes, both quantitat-
ively and qualitatively (see supplementary material figure S4).
Therefore, for computational efficiency, we focus on the 1D
Brillouin zone along the I'-M direction throughout the follow-
ing calculations.

A driving laser with the center wavelength \g = 3.2 um is
selected. The center frequency is defined as wy =27 c/ A &
27 x 10" Hz (fiwy ~0.39 eV) with ¢ the vacuum light
velocity. The energy of the laser photons is much lower than
the resonance energy of ZnO (with a band gap of £, = 3.51
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Figure 2. Panel (a) presents the ionization ratio versus temperature
T for various heat baths. Panel (b) shows the ionization ratio for the
Debye heat bath and relaxation time approximation versus 7. The
insets in (a) and (b) show details in the low 7 regime. The relaxation
time 7> = i/ (27 kgTj,) obtained from the Debye spectral density, is
plotted in (c) as a function of 7. The heat bath parameters are

we = 0.1wo, jo =0.1.

eV), meaning that at least 9 photons are required to excite an
electron from the valence band to the conduction band. We
choose a linearly polarized electric field defined as E = E, =
Egexp (—#/7?) cos (wot), where 7 = 20fs. The electric field
strength Eg = 1.5 x 10° Vm ™! is well below the single pulse
damage threshold of ZnO [65]. These parameter values are
used throughout the paper unless otherwise stated.

The change of ionization due to the heat bath is character-
ized by calculating the ionization ratio with and without the
heat bath,

p= 20 (©)
ne (]o - 0) =00

where n.(f) is defined in equation (4).

In figure 2(a), the ionization ratio log,,(n) is plotted versus
T for Ohmic, Under-Damped Brownian, Gaussian, and Shift-
Gaussian spectral densities, all of which follow a similar trend
and yield comparable results. Thus, without loss of general-
ity, we have chosen the Ohmic spectral density throughout
the entire numerical analysis. The ionization ratio is plotted in
log,, scale, where the positive (negative) numbers of log,,(7)
correspond to the order of magnitude of enhancement (sup-
pression) of ionization. Figure 2(b) shows that the Debye spec-
tral density converges to the relaxation time approximation at
very high temperatures. The temperature dependence of T,
obtained from the Debye spectral density in the high 7" limit
above, is presented in figure 2(c). Both Debye and relaxation
time approximation show an unrealistic rise of 7 at low 7" and
therefore do not represent realistic heat bath models. This is to
be expected, due to the unphysically long high-frequency tail
of the Debye spectral density [57, 66]. Finally, by comparing
the zoomed-in sections of figures 2(a) and (b), one can see that
the relaxation time approximation substantially overestimates
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Figure 3. Panel (a) shows ionization ratio log,,(n) as a function of local temperature 7 € [1, 3 x 10*] K and coupling coefficient j, € [0, 5].
The three panels represent different cutoff frequencies, (i) w. = 0.01wy, (ii) we = 0.1wp and (iii) we = 2.1wyp. (b) lonization versus time for
two data points n.; and n. in panel (iii) of (a); the black dotted curve shows ionization in the absence of a heat bath. The three data points
marked by circles at the end of the time coordinate are related to discussions in figure 4. (c) same as plots for n.; and n., in (b) only with
setting the imaginary part of the heat bath response C() (defined in equation (5)) to zero.

ionization at low temperatures, while all the other heat baths in
figure 2(a) show negligible changes in ionization, as detected
by experiments.

In figure 3(a), the ionization ratio log,(n) is scanned over a
wide range of T and j,. Although electrons are fermions, their
collective excitations can, to a good approximation, be treated
as bosons [33, 35, 57]. As such, they can be directly modeled
via the spin-boson Hamiltonian shown in equation (1). These
different quasi-particle excitations are mainly distinguished
by the choice of the cutoff frequencies w.. As a result, in
figure 3(a) we chose three representative values of cutoff
frequencies: (i) w, = 0.01wy represents optical and acoustic
phonons which lie in the terahertz range (ii) w, = 0.1wy rep-
resents collective electron excitations, and (iii) w. = 2.1wy
represents the plasma frequencies that extend into the UV
range. From panel (i), we infer that phonon effects on ion-
ization are minimal, except under extreme conditions such
as high-temperature laser machining. In contrast, panel (iii)
indicates that environmental influences on ionization become
more significant at large cutoff frequencies, even with mod-
erate coupling strength. Additionally, ionization enhancement
occurs only at the high temperature limit, whereas ionization
suppression is observed exclusively at the low temperature
limit. These two limits are represented by data points 7., 1.
in panel (iii), for which, the temporal evolution of ionization is
plotted in figure 3(b). The black dotted curve represents ion-
ization in the absence of a heat bath n.(j, = 0). While all T
and w, ranges can be realized in intense laser-driven ZnO, the
shown j,-dependence is not ZnO specific. We explore the typ-
ical range of j, defined above.

The increase and decrease of ionization can be explained by
the real and imaginary parts of the correlation function C(¢).
With a given w,, at extremely high temperatures, the correla-
tion function approaches a delta function (instantaneous) in
time, leading to the Markovian limit [67]. In this limit, the
real part of the correlation function dominates, and one may
neglect the imaginary contribution. This is why the relaxation
time approximation using 7’ as a purely real number remains

T T T T
—j0=0.5
T=2x104 K

-
o

ny(K) normalized
o
o

o

K/(r/a)

Figure 4. Ionization as a function of crystal momentum K. The
ionization n. = ), n(K;) corresponds to the three data points
marked by circles in figure 3(b).

a valid approximation at high temperatures. On the other hand,
at low temperatures, the correlation function is non-Markovian
with a wider distribution in time. In this case, the phase of the
correlation function acts as a dynamic addition to the bandgap,
increasing the original material bandgap, and thereby resulting
in dephasing suppressed ionization. The importance of the heat
bath phase becomes clear from a comparison of figures 3(b)
and (c). In figure 3(c) the imaginary part of the C(7) is set to
zero, as a result of which ionization at 7 = 300 K changes from
suppression into enhancement.

A possible experimental measurement of the n, shown
in figure 3 can be achieved via the angle-resolved pho-
toemission spectroscopy (ARPES). Since ARPES typically
presents the electron density as a function of the crystal
momentum K, here in figure 4 we show n. as a function
of K after the driving field is gone. The curves are plot-
ted using 800 evenly spaced mesh points. The ionization
n. =y n.(K;) corresponds to three data points indicated
by circles in figure 3(b). From figure 4, one can see that
the dephasing ionization has a distinctive signature, markedly
different from the optical ionization in the absence of an envir-
onment. On the other hand, dephasing suppressed ionization
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Figure 5. Ionization ratio as a function of cutoff frequency w. (panel (a)) and of peak electric field strength Eq (panels (b) and (c))
are presented. We have chosen different values of j, € {0.1,1,5} denoted by different colors beside each curve. The cold-colored
dashed curves are for 7 = 300 K; warm-colored full curves refer to 7= 2 x 10 K. Tn (a), the ionization without the heat bath is
ne(j, =0,t=00) =2 x 1075, Panels (b) and (c) are calculated by we = 0.4wyp. The relaxation time used in panel (c) is calculated by
T, = li/2wkgj,T. The pink curve plotted on the right y axis shows the ionization n.(j, = 0, = 00) in the absence of the heat bath.

behaves
influence.

This opens up the possibility of diagnostic measurements.
For example, in a potential future experiment, the target mater-
ial (ZnO) can be put in a cavity to modify the coupling to the
environment. On the other hand, the ARPES results combined
with our model can be used to retrieve the coupling coefficient
Jo to the environment, which is otherwise nearly impossible to
measure.

To further explore the parameter dependence, ionization
ratios are plotted as functions of the cutoff frequency w, in
figure 5(a) and as functions of the peak electric field strength
Ey in figures 5(b) and (c). Figure 5(c) presents the results cal-
culated by relaxation time approximation. Two temperatures
are considered: 300 K, shown by dashed curves in cool colors,
and 2 x 10* K, shown by solid curves in warm colors. Each
curve is color-coded according to the coupling strength j,, with
the corresponding j, values labeled in matching colors.

Figure 5(a) confirms that dephasing ionization only occurs
at high temperatures, while dephasing suppression ionization
happens exclusively at low temperatures. Figure 5(b) indicates
that the heat bath only plays a role at moderate electric field
strengths. This can be explained by the multi-photon and tun-
neling ionization channels. When the electric field is strong,
the Keldysh parameter v = wy+/m*E&, /(eEy) becomes smaller
than 1, where m* is the effective mass and &, is the band gap
energy, suggesting the tunneling effects dominate. With our
choice of parameters, v = 1 corresponds to Eg ~ 1.2 Vam~!.
Since tunneling (v < 1) occurs much more rapidly than mul-
tiphoton absorption [68, 69], the heat bath cannot follow the
ionization process and thus has negligible influence at large Ey,.
In addition, while optical field ionization scales exponentially
with E, dephasing ionization scales proportional to the laser
intensity [14]. As aresult, the relative importance of dephasing
ionization drops for increasing laser fields. The multi-photon
ionization (v > 1) develops over an optical cycle and thus is
more sensitive to the non-Markovian heat bath, making it more
sensitive to heat bath influences.

In order to relate the relative ionization changes to absolute
values, ionization in the absence of the heat bath n.(j, = 0,1 =
00), is shown as a function of Ey in figure 5(c). At the highest
field strength, ionization is approaching saturation. Moreover,

similarly to ionization without environmental

the ionization ratio calculated via the relaxation time approx-
imation is also presented. Comparing figures 5(b) and (c), one
can see that the relaxation time approximation predicts orders
of magnitude higher ionization compared to that predicted by
our model.

4. Discussion

So far, we have seen that the environment can modify ion-
ization by orders of magnitude in the extreme limits of high
T or strong coupling j,. The environment in intense laser-
solid interaction is difficult to control. There are various ways
in which the environment can be engineered for more con-
trolled experiments on dephasing and dephasing suppressed
ionization.

First, light modes in high-quality micro and nano-cavities
can be controlled to vary from sub-poissonian, super-
poissonian, poissonian, and squeezed vacuum to thermal
distributions; from weak to strong coupling with electrons
[70, 71]. As such, they can serve as an artificial, strongly
coupled environment in which the modification of strong field
processes by ionization can be investigated.

Second, collective electron oscillations can be created in
tailor-made experiments. The conduction band can be popu-
lated by doping semiconductors, or with a pump pulse in a
pump-probe experiment. Ionization changes are probed with
a second pulse or with transient absorption spectroscopy. As
some of the effects observed here depend on strong coup-
ling with the environment, control of the coupling strength is
important. Coupling strength increases when going from bulk
to 2D and 3D nano-scale materials, such as in nano-resonators
and -cavities [72, 73].

Besides, in contrast to a simple two-level system, our two-
band model incorporates electron momentum across the entire
Brillouin zone. The theoretical framework we develop is gen-
eral and can be extended to systems with any number of
energy bands. To move beyond the basic two-band spin-boson
model and address multi-band systems, one can refer to studies
[74-76].

The possibility of engineering ionization has potential prac-
tical impacts. First, dephasing ionization increases ionization
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and thus, allows material micro-machining and -modification
at lower laser intensities. This could be instrumental in gen-
erating highly charged ion states in high-density plasmas with
lower pump pulse energy, contributing to the improvement of
table-top x-ray sources. Second, the transition between per-
turbative nonlinear optics and strong field physics is marked
by the onset of ionization. Dephasing suppressed ionization
shifts this onset and permits probing dynamics in materials
under excitation conditions previously unattainable.

5. Conclusion

The relaxation time approximation is frequently used in
intense laser field physics to account for the many-body coup-
ling between a single electron and its environment, which
consists of lattice, impurities, and remaining electrons. This
work aimed to understand the failure of the relaxation time
approximation and to correctly describe ionization in an open
quantum system. lonization in the presence of the relaxa-
tion time approximation is enhanced by orders of magnitude
over a wide range of parameters, which is termed dephasing
ionization.

To decide whether dephasing ionization holds physical sig-
nificance or is simply a failure of the relaxation time approx-
imation, we have developed a more comprehensive model that
captures more physics and still retains much of the simplicity
of the relaxation time approximation.

Our results confirmed that ionization enhancement through
dephasing ionization still persists, but only in fairly extreme
parameter ranges. Very little enhancement is found for acous-
tical phonon frequencies. For optical phonons and collective
electronic excitations dephasing ionization becomes domin-
ant in the limit of high temperatures. Our analysis has also
revealed the possibility that a heat bath can suppress ioniza-
tion by orders of magnitude, which we have named dephasing-
suppressed ionization.

We presented a novel framework here to model intense laser
many-body processes in a low-cost, semi-phenomenological
way. Future research will entail finding realistic environment
descriptions beyond the heat bath. Though the SFSB presents
a good approximation to a large class of collective excita-
tions of electrons and lattice, it does not account for electron-
electron scattering which requires an extended approach with
a fermionic heat bath [77]. In particular, the scattering can
be included via the Keldysh formalism [78]. Besides, time-
dependent heat bath parameters, such as material temperature,
are another aspect to be included during intense laser inter-
actions. As such, the ionization dynamics investigated here
present only approximate snapshots. For a full treatment of
laser material interaction, a dynamically evolving heat bath
will have to be considered.
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