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Abstract

We demonstrate hyperspectral imaging using two time-delayed, coherent extreme ultraviolet (XUV) sources. The approach combines broadband XUV high-harmonic generation, holographic imaging, and Fourier transform spectroscopy. The two harmonics sources are spatially separated at generation, and overlap in the far field resulting in a double slit diffraction pattern. We record the two-dimensional intensity modulation as a function of relative time delay; the Fourier transform determines the spatially dependent spectrum. To reduce the delay jitter and improve the spectral resolution, we demonstrate a novel experimental setup that records the relative delay of the two pulses through optical interference. Moreover, we have demonstrated that this broadband approach can be extended to Fourier transform holographic imaging, which avoids extensive phase retrieval computations. Applications include imaging of biological materials near the carbon K-edge.
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Chapter 1

Introduction

From the early days of microscopy, where Antonie van Leeuwenhoek observed the first single cell organism, to the first crystallography experiment in which Max von Laue simultaneously confirmed the structure of the crystal lattice and the wave property of X-rays, our understanding of the nature continues to progress as we gain direct access to what was previously hidden [1].

Research in X-ray diffractive imaging continues this great tradition and has begun to provide unprecedented access to the structure and function of proteins and viruses. In this chapter, we briefly summarize the challenges in imaging bio-molecules, and the advantage of X-ray diffractive imaging in comparison to competing technologies, which together have formed a blossoming field of research with multi-billion dollar international funding in the past decade.

The diffraction limit dictates the optimum imaging resolution for conventional imaging systems, and is on the order of the wavelength of the illumination light source. For many bio-molecules, a resolution of a few nanometers is required. This is much smaller than the wavelength of visible light, and so one must turn to either X-rays or electrons.

For a microscope with the capability of direct imaging, there are at least two essential optical elements: the condenser lens acts to condense the illumination onto the sample, and the imaging lens collects the light diffracted from the sample and creates a magnified image of the object.

Conventional X-ray optics include X-ray mirrors and zone plates. X-ray mirrors are capable of focusing X-rays at grazing angle but at the expense of introducing optical
aberrations. Due to this problem, grazing angled mirrors are not suitable for image-forming systems.

In comparison to grazing mirrors, zone plates introduce less optical aberration, but an inherent problem is their low efficiency and difficulties to manufacture with higher image resolution. Zone plates are made from radially symmetric rings which are alternating from opaque to transparent. They focus the incoming light by diffraction from the transparent areas, while blocking light at the opaque regions. The imaging resolution is 1.22 times the finest outermost ring of the zone plate [2]. The zone plate’s focal length is dependent on the wavelength and is thus suitable only for monochromatic sources. In the past few years, zone plate manufacturing has improved imaging resolution down to 10 nm with 0.6% efficiency [3]. Given its recent progress, one can be optimistic that the resolution will continue to improve, and complement other imaging methods.

Imaging systems based on electrons are capable of higher illumination flux per area and better imaging resolution in comparison to most x-ray sources. However, interaction between electrons and samples causes short penetration depth and requires samples with thickness on the order of tens of nanometers. In addition, radiation damage to the sample is generally more severe in electron microscopes in comparison to X-rays, which limits the selection of samples.

In contrast to these direct imaging methods, both coherent diffractive imaging (CDI) and crystallography collect the radiation that diffracts through the sample. Since only the intensity of the diffraction pattern is recorded, the phase information that is required to fully reconstruct the image is lost. Phase reconstruction algorithms are needed to recreate a real image of the sample. Crystallography uses a crystallized sample to increase the signal of the diffracted beam, whereas coherent diffractive imaging uses non-crystallized samples but requires more photon flux. A schematic experimental setup for a diffraction experiment is shown in figure 1.1.

The difference between the two approaches (CDI and crystallography) is significant when it comes to flexibility in the imaging sample selection. For crystallography, the sample needs to be crystallized in a perfect condition to ensure its purity, homogeneity, and functionality. The use of noncrystalline samples reduces the difficulty of sample preparation, which is notoriously challenging for larger molecules. Combining the penetration depth of X-ray, and the use of noncrystalline samples, coherent diffractive imaging using X-rays would in principle allow observing samples in their natural environment such as
Figure 1.1: The picture illustrates a typical setup for X-ray microscopy. The X-ray source is an undulator in a synchrotron. The emission is spectrally filtered by an monochromator, and a zone plate focuses the X-rays onto the sample. The detector collects the diffracted light, and a computer reconstructs the sample using a phase retrieval algorithm. Picture Credit: Argonne National Laboratory.

water and solutions. An example of coherent diffractive imaging is shown in figure 1.2.

Figure 1.2: An example of recent progress in x-ray coherent diffractive imaging. A single minivirus particle is imaged at 32-nm resolution using the free electron laser at the Linac Coherent Light Source (LCLS) at Stanford University [4].
Within the X-ray spectrum, the “water” window from 2 to 5 nm attracts particular interest for biology and chemistry. The water window extends between the carbon K-edge (280 eV) and the oxygen K-edge (530 eV) [5]. K-edge refers to the increase in photon absorption at the binding energy of the K-shell electron of atoms. The both elements are abundant in biological and chemical samples. During interaction between photons and atoms, photons are much more likely to be absorbed by the atoms when the photon energy is above the binding energy of an electronic shell. This causes a sudden increase in the attenuation coefficient as the photon energy increases. Absorption near the K-edge is not only sensitive to the element, but also to the local environment of the atom such as neighboring atoms and chemical bonds. For example, the carbon K-edge for phenylene, nitrile and ester groups appears at 285, 286.6 and 288.3 eV, respectively [6]. Water is relatively transparent to soft X-rays in the water window whereas carbon-containing structures within biological samples are highly absorbing [7]. This helps to create high imaging contrast with material sensitivity [8, 9].

The current state of the art X-ray sources are synchrotron and free electron laser light sources. Both sources are large facilities on the scale of hundreds of meters up to kilometers, and cost between hundreds of millions up to billions of dollars [10]. An example of a free electron laser is the Linac Coherent Light Source (LCLS), shown in figure 1.3. The high cost of these facilities means that beam time is expensive and difficult to obtain. Therefore there is a need for smaller-scale alternatives.

A possible alternative to synchrotron facilities is the tabletop high order harmonic generation source (HHG). HHG sources require lasers that can produce millijoule-energy, femtosecond-duration pulses. Femtosecond lasers are commercially available and cost $250k–1M, which is 2 to 3 orders magnitude less than synchrotron and FEL sources. High order harmonic generation produces a broadband spectrum from XUV to soft X-rays. As of today, the spectrum of HHG sources has already extended into the water window and beyond 1 keV, but increasing the photon flux is still a subject of intense research [7].

In this thesis, we explore a novel imaging technique called hyper-spectral coherent diffractive imaging. Using a broadband light source based on high order harmonic generation, it would provide an ideal platform for collecting spectrally resolved diffraction patterns of a wide range of samples. Once this approach is extended into the water window region, it can provide material sensitivity to imaging of biological or chemical samples by utilizing K-edge absorption of atoms and molecules, while achieving high imaging resolution of a
Figure 1.3: Birds eye view of the Linac Coherent Light Source (LCLS). The instrument was converted from the existing linear accelerator at Stanford Linear Accelerator Center (SLAC) and it achieved first lasing in April 2009. The source is capable of producing a trillion X-ray photons per pulse, at 100 femtosecond pulse duration. The picture shows the 2 mile long linear accelerator [11].

few nanometers with a tabletop X-ray source that will be widely accessible.

The content of the thesis is divided into six chapters. In **chapter 2**, background information of the thesis is provided. The chapter focuses on three separate fields of research: coherent diffractive imaging, Fourier transform spectroscopy and high harmonic generation. They form the basis of the experimental techniques developed in this thesis work. **Chapter 3** describes the experimental methods and image retrieval procedures used in the Fourier transform spectroscopy. In addition, the chapter describes the phase referencing technique, which is a versatile experimental technique with a wide range of applications. **Chapter 4** examines how effect Fourier transform spectroscopy can spectrally filter a selected wavelength. In **chapter 5**, computer simulations are presented to examine the noise effect on four different object retrieval routines. **Chapter 6** presents the main experimental results: the proof of principle test for broadband hyperspectral Fourier transform holography. Finally, **chapter 7** summarizes the achievement of this thesis and its relevance to future research directions.
Chapter 2

Basics

We use high order harmonics of an 800 nm light as our broadband extreme ultraviolet source for coherent diffractive imaging. The method of coherent diffractive imaging is described in section 2.1, and the mechanism of high order harmonic generation is described in section 2.5. The resolution of coherent diffractive imaging increases with narrower bandwidth of the diffracted light. Section 2.6 introduces an older measuring technique called Fourier transform spectroscopy, which we used to spectrally resolve a broadband diffraction pattern and produce effectively a series of narrow bandwidth signals.

2.1 Coherent diffractive imaging

Coherent diffractive imaging (CDI), also called lensless imaging, is a microscopy technique capable of imaging non-crystalline samples. The CDI experiment collects the intensity of the far-field diffraction pattern, and uses phase retrieval algorithm to reconstruct the imaging sample. The diffraction intensity at the far-field is equivalent of the squared Fourier modulus of the object density. In the past decade, CDI has retrieved structural information from a broad range of subjects: nanotubes, nanocrystals, quantum dots, viruses, and cells [12, 13, 14, 15, 16].

The resolution of coherent diffractive imaging is bounded by two limits: The first limit is the diffraction limit [17]:

\[
d = \frac{\lambda}{2\sin\theta},
\]

(2.1)
where $\lambda$ is the wavelength, $\theta$ is the half angle of the maximum cone of light collected after the sample, and $d$ is the imaging resolution at diffraction limit. In theory, diffraction limited image resolution can be improved by measuring at larger $\theta$. However, there’s a practical issue: the signal to noise ratio of the recorded diffraction pattern drops at larger angle of the diffracted light after the sample, which is detrimental to the noise-sensitive image reconstruction algorithm.

To demonstrate the lower signal to noise ratio, we have simulated a one dimensional far-field diffraction pattern of an aperture using 40 nm XUV light (see figure 2.1). The diffraction pattern of an aperture has an analytical solution using Fraunhoffer approximation. Given that the state of art optical instrument can focus XUV light down to 10 $\mu$m diameter, we assume the same uniform intensity profile before the aperture of 1 $\mu$m and 200 nm [18].

As shown in figure 2.1, the intensity of the diffracted light drops more than three order of magnitude at 20 degree off-axis angle for a 1 $\mu$m aperture. The narrower aperture has a more even distribution of the diffraction pattern, but the diffraction intensity at higher off-axis angle remains the same. For an imaging system, the main contribution of noise is shot noise, and the signal to noise ratio is the square root of the photon numbers collected at a camera pixel. This means the lower photon flux at higher angle of diffracted light results in lower signal to noise ratio.

This causes a problem in the image reconstruction algorithm since reconstruction routines can be disrupted by noise [19]. As a result, the useful angle of the diffracted light for image reconstruction is limited to brighter region of the diffraction pattern. Longer or more intense illuminations are needed for increasing signal to noise ratio and improving diffraction limited resolution.

The second limit is the spectral limit. The spectral bandwidth has two implications: the temporal coherence length, and the magnification. The temporal coherence length is given by $\Delta \lambda^2/\lambda$. When we collect the diffraction intensity at an off-axis angle, the diffracted lights across the sample has different path lengths. For the path length difference to be the smaller than the temporal coherence length, we can give the following expression: [17, 20]:

$$r \geq \frac{\Delta \lambda z}{P},$$

(2.2)

where $r$ is the image resolution, $\Delta \lambda$ is the spectral bandwidth, $z$ is the distance between
2.1. Coherent diffractive imaging (Basics)

the imaging sample and the imaging plane, P is the size of camera pixel.

The spectral limit based on magnification can be explained as follows: Using the same imaging geometry, the magnification factor is inversely proportional to the wavelength. Therefore, the spectral bandwidth will blur the retrieved object image due to different magnification at different wavelengths.

The spectral limit based on magnification is given by:

\[ d_s = \frac{D \Delta \lambda}{\lambda}, \]  

(2.3)

where \( d_s \) is the image resolution, \( D \) is the largest dimension of the object.

The spectral limit shows how critical the narrow bandwidth is to the image resolution. At synchrotron sources, the spectral limit is not the limiting factor for imaging resolution since the spectral bandwidth can be as narrow as \( 1 \times 10^{-4} \) nm [20]. However, for broadband sources such high order harmonic generation, the spectral bandwidth can be as much as 40 nm. In this case, the spectral limit becomes the main limitation of imaging resolution, and spectral filters are required for higher imaging resolution. However, this leads to loss of photon intensity at the filtered bandwidth, and is at odds with improving the diffraction limited resolution. The idea of coherent diffractive imaging was proposed by Sayre in 1952

![Figure 2.1](image)

Figure 2.1: Figure shows the far-field diffraction pattern of an aperture; the intensity of the side lobe drops to \( 10^{-5} \) at 1 radians off axis.

[21]: if the electron density function describing a single unit cell vanishes outside \( a \), the length of a cell, the structure of a single unit crystal can be completely determined by collecting value in the reciprocal space at \( X = 0 \pm 1/a \pm 2/a \pm ... \). The coherent diffractive imaging experiment was not realized until 47 years later than the first proposal, where
Miao et al. demonstrated imaging of a non-crystalline sample at 75 nm resolution using a Synchrotron Light Source [22]. Soon after that, a series of studies were undertaken to image non-crystalline samples using X-rays from synchrotron radiation and free electron lasers, soft X-ray and XUV from high order harmonic sources, and electrons from field emission electron gun [23, 17, 24, 25, 26, 27, 28, 12].

The first experiment of coherent diffractive imaging using a high order harmonic source was conducted by Sandberg et al [17]. The experiment used a pair of narrow bandwidth mirrors to select a single harmonic order. The mirror pair has a combined reflection coefficient of 6 percent. The total acquisition time for the experiment was two hours for maximum spatial resolution of 200 nm. The long acquisition time comes from the lower photon flux at off-axis angle.

In a later paper, coherent diffractive imaging and holography were combined to a new method called Fourier transform holography, where the far-field phase was directly measured using a reference beam. The spatial resolution was improved to 50 nm spatial resolution at one hour acquisition time[23]. Another study by the CEA group shows that by increasing intensity of the driving laser, the photon flux of HHG can be scaled up and retrieve an object image by Fourier transform holographic imaging with a single femtosecond laser pulse [29].

In a 2014 paper, broadband diffractive imaging was achieved based on method of Fourier transform spectroscopy. The spectrum was measured at each camera pixel, and diffraction images were collected simultaneously at multiple wavelengths. However, only near-field diffraction pattern were collected since the dimension of the entire imaging sample is on the mm range, and to achieve far-field imaging requires more than one kilometer of light propagation [30].

### 2.2 Near-field and far-field diffraction

Coherent diffractive experiments collect the diffracted light from a sample and use the intensity of the diffraction pattern to retrieve the sample. Due to Huygens’ principle, each point of the light can be seen as the secondary wave front that acts as a point source. The diffraction pattern is created by the interference of the secondary wave fronts from the sample. The most basic equation for light diffraction is the Kirchhoff diffraction expression. This equation, however, cannot always be solved analytically and is difficult to implement
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through numerical methods. There are two separate approximations that can be used to simplify the Kirchhoff diffraction expression. The condition to which one approximation is valid can be determined by Fresnel number $F$:

\[ F = \frac{a^2}{z\lambda}, \]

(2.4)

where $a$ is the size of sample, $\lambda$ is the wavelength, and $z$ is the distance where light has propagated from the object plane (defined in figure 2.2).

Fresnel diffraction, also known as near-field diffraction, can be used for when $F \geq 1$.

Fraunhoffer diffraction, also known as far-field diffraction, is used to describe the wave diffraction after propagation to effectively infinite far away where the electric field from a point source can be approximated as a plane wave. This condition is satisfied when $F \ll 1$.

\[ E(x, y, z) = \frac{e^{ik'z}}{i\lambda z} \int \int_{-\infty}^{\infty} E(x', y', 0)e^{\frac{ik'}{\lambda z}[(x-x')^2+(y-y')^2]} dx'dy', \]

(2.5)

where $E(x,y,z)$ is the electric field. $k'$ is the wavenumber of the electric field. $x,y,z,x',y'$ are the spatial coordinate shown in figure 2.2.

Fraunhoffer diffraction is used to describe the wave diffraction after propagation to effectively infinite far away where the electric field from a point source can be approximated as a plane wave. This condition is satisfied when $F \ll 1$.

\[ E(x, y, z) = \frac{e^{ik'z}}{i\lambda z} \int \int_{-\infty}^{\infty} E(x', y', 0)e^{\frac{ik'}{\lambda z}(xx'+yy')} dx'dy'. \]

(2.6)
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Figure 2.3: Figure shows the diffraction of a Gaussian beam after a 2mm wide aperture. Top graphs show 1D cross section of the diffraction pattern. At the near-field (Fresnel diffraction), diffraction pattern of the beam changes continuously as the beam propagate. In contrast, the diffracted beam in the far-field does not change its shape during propagation; only its size grows bigger. The bottom graphs shows the same information but in 2 dimensions. As the beam propagates, the relative intensity of the ring gradually increases with respect to the center.
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By the change of variable,

\[ k = (u,v) = (x,y) \frac{k'}{2z}. \]  

(2.7)
The far-field diffraction can be seen as the reciprocal space of the object space, with \( k \) as its coordinate.

\[ E(u,v) = \mathcal{F}(E(x,y,0)). \]  

(2.8)

Fraunhoffer diffraction is especially useful for phase retrieval algorithms since it links the object plane to the far-field diffraction pattern by Fourier transformation. The intensity of the far-field diffraction pattern is measured in coherent diffractive imaging.

2.3 Phase retrieval

In a coherent diffraction experiment, the complete information of the diffracted light includes both amplitude and phase. However, an imaging system records only the intensity of the diffracted light. Visible light oscillates in the petahertz range, which no existing electronic devices can follow [33]. Only by interference with a known field, phase information can be retrieved with the additional complexity of a holographic setup. Figure 2.4 illustrates the importance of phase.

It is well known that 1D phase retrieval does not have a unique solution [34]. The 1D far-field diffraction pattern is the Fourier transformation of the object. The discrete Fourier transformation is:

\[ G(u) = \frac{1}{n} \sum_{x=0}^{n-1} g(x)e^{-iux}. \]  

(2.9)

Substituting \( e^{-ix} \) with \( \alpha \), the equation can be rearranged as a polynomial:

\[ G(u) = \frac{1}{n} \sum_{x=0}^{n-1} g(x)\alpha^u. \]  

(2.10)

The fundamental theory of algebra dictates that all polynomials of one variable can be factored. This leads to ambiguity of phase retrieval since each complex conjugate of any factor of the Fourier transform gives the same Fourier domain magnitude. Luckily, the same principle does not apply for polynomial of 2 or more variables; this gives possibility of the 2D phase retrieval problems [35].

12
Most of the successful phase retrieval algorithms today are modified from the Gerchberg-Saxton algorithm. The Gerchberg-Saxton algorithm can be described as follows: given the modulus of the complex function $g$ and its Fourier pair $G$, the algorithm iterates between the two functions by Fourier transformation. An initial random phase is assigned to function $g$ as a starting point of the algorithm. The magnitude of $g$ and $G$ is replaced by the known modulus during each iteration. The algorithm converges to an unique solution where the complex phase of $G$ and $g$ are recovered [36].

![Diagram](image1)

Figure 2.4: The above picture illustrates the importance of phase in image retrieval. For the Fourier transformation of two pictures, their magnitude and phase were switch before performing inverse Fourier transform. It can be shown by combining the phase of the Fourier transformed Dr. Strangelove, and magnitude of Fourier transformed atomic bomb, gives a picture similar to the Dr. Strangelove rather than the bomb.

### 2.3.1 Variation: Hybrid input output retrieval (HIO)

Fienup proposed a modification of Gerchberg-Saxton algorithm for reconstruction of an object from the modulus of its Fourier transform [37]. The key difference of Fienup’s routine from the Gerchberg-Saxton algorithm is that the modulus of the real space is unknown. This is an important improvement because the modulus of the real space is often unknown. The algorithm uses an oversampled intensity measured at the reciprocal
2.3. Phase retrieval (Basics)

Figure 2.5: Relationship between the real and reciprocal space. In the context of coherent diffractive imaging experiment, the intensity in the reciprocal space is the far diffraction pattern.

\[ G(u,v) = |G| e^{i\varphi} \]

Phase \( (\varphi) \)

Intensity \(|G|^2\)

Figure 2.6: Block diagram for iterative phase retrieval algorithm. M is the Fourier modulus of the object, which remains constant at each iteration.

\[ g \xrightarrow{\text{FFT}} G = |G| e^{i\phi} \]

Satisfy object constraints

\[ G \xrightarrow{\text{Satisfy Fourier constraints}} G' = M e^{i\phi} \]

Satisfy Fourier constraints

\[ g' \xleftarrow{\text{IFFT}} \]
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space, which in principle, contains the phase information of real space with fewer sample points. The relation between reciprocal space and real space is illustrated in figure 2.5. To impose convergence of the iteration, prior knowledge about the object was used during the reconstruction.

In real space, the support for phase retrieval includes the size of the object and positivity of the object density. At the beginning of the algorithm, a random phase is assigned to the reciprocal space. Then HIO iterates between reciprocal space and real space while imposing object support and known Fourier modulus (see figure 2.6). For each iteration, the algorithm reduces the amplitude outside the support and imposes positive values in the object space. This ensures the reconstructed object converges to an estimated size while being physically real.

Step 0, this step is used only at the 1st loop of the iteration. Later loops repeat step 1 through step 4. The Fourier modulus \( M(k) \) is obtained by taking the square root of the measured far-field diffraction intensity, \( I_{\text{far}}(k) \). \( k = (u,v) \) are the coordinates of the reciprocal space. After a random phase \( \phi \) is assigned to the Fourier space, inverse Fourier transformation is performed to give a starting point of the iteration. We omit coordinates when there is no ambiguity.

\[
g' = \mathcal{F}^{-1}(e^{i\phi}M), \tag{2.11}
\]

where

\[
M = |\sqrt{I_{\text{far}}}|. \tag{2.12}
\]

Step 1, transfer from real space to reciprocal space (see figure 2.2)

\[
G = \mathcal{F}(g'). \tag{2.13}
\]

Step 2, meet Fourier constraint. Replace amplitude with \( M \), the square root of the measured far field diffraction intensity.

\[
G' = M \frac{G}{|G|}. \tag{2.14}
\]

Step 3, transfer from reciprocal space back to real space, only the real component is taken

\[
g' = \text{Re}(\mathcal{F}^{-1}(G')). \tag{2.15}
\]
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Step 4, apply object support in the real space.

\[
g_{i+1}[\varepsilon] = \begin{cases} 
g'[\varepsilon], & \text{if } \varepsilon \in \gamma \cap g'[\varepsilon] \geq 0, \\
g[\varepsilon] - \beta g'[\varepsilon], & \text{if } \varepsilon \notin \gamma \cup g'[\varepsilon] < 0, 
\end{cases} \tag{2.16}
\]

where \( \varepsilon = (x, y) \), the coordinates in the real space, \( \beta \) is a free parameter which controls the strength of the feedback loop. \( \gamma \) is the support in the object domain, it is given by the loose boundary of the sample dimensions. HIO gradually reduces the magnitude outside the object support.

2.3.2 Variation: Oversampling smoothness (OSS)

The OSS phase retrieval algorithm is designed to counter the problem of noisy data [19]. In a typical coherent diffractive imaging experiment, the main source of the noise is the shot noise, which follows a Poisson distribution. This affects more the higher frequencies of the reciprocal space, where the signal-to-noise ratio is lower. The core of OSS phase retrieval algorithm is HIO. The improvement comes from the high frequency filter utilized in the reciprocal space. The algorithm starts out with 100 independent copies. Each sample has a different initial random phase, and goes through its own retrieval loop. The best copy is selected at the end of algorithm based on an error metric defined in the reciprocal space. During the OSS algorithm, the high frequency filter in the reciprocal space gradually decreases its effective cutoff frequency. The filter has a Gaussian distribution, and the standard deviation increases by linear steps at a constant number of iterations, from on the order of \( N \) (number of sample point in each dimension) to \( 1/N \).

\[
g_{i+1}'[\varepsilon] = \begin{cases} 
g''[\varepsilon], & \text{if } \varepsilon \in \gamma, \\
\mathcal{F}^{-1}[\mathcal{F}(g_i'').W(k)], & \text{if } \varepsilon \notin \gamma, 
\end{cases} \tag{2.17}
\]

where

\[
g_i''[\varepsilon] = \begin{cases} 
g'[\varepsilon], & \text{if } \varepsilon \in \gamma \cap g'[\varepsilon] \geq 0, \\
g[\varepsilon] - \beta g'[\varepsilon], & \text{if } \varepsilon \notin \gamma \cup g'[\varepsilon] < 0, 
\end{cases} \tag{2.18}
\]

where \( \varepsilon = (x, y) \) is the coordinate of the object space, \( k = (u, v) \) is the coordinate of the reciprocal space. \( W(k) \) is a high frequency filter based on a normalized Gaussian function,
it is defined as follows:

\[ W(k) = e^{-\frac{1}{2} \left( \frac{k}{\sigma} \right)^2}, \]  

(2.19)

where \( \sigma \) is the standard deviation of a Gaussian distribution.

### 2.3.3 Variation: Relaxed Averaged Alternating Reflections

Relaxed Averaged Alternating Reflections (RAAR) is a phase retrieval routine proposed by Luke et al [38]. In the original paper, the algorithm is shown to have an order of magnitude improvement of image reconstruction over the hybrid input output algorithm.

To describe RAAR phase retrieval routine, we first define a projector \( P_M(g) \):

\[
P_M(g(\varepsilon)) = \begin{cases} 
\mathcal{F}^{-1}(M(\varepsilon) \frac{\mathcal{F}(g(\varepsilon))}{|\mathcal{F}(g(\varepsilon))|}), & \text{if } \mathcal{F}(g(\varepsilon)) \neq 0, \\
\mathcal{F}^{-1}(M(\varepsilon)), & \text{otherwise},
\end{cases}
\]  

(2.20)

where \( M(\varepsilon) \) is the Fourier modulus of the reciprocal space

\( R_M \) is defined as the corresponding reflector for the projector \( P_M \):

\[ R_M = 2P_M - I, \]  

(2.21)

where I is the identity operator

RAAR uses the same iteration step as HIO with step 4 replaced by the following expression:

\[
g_{i+1}(x) = \begin{cases} 
P_M(g_i)(x), & \text{if } n \in D \& R_M(g_i) \geq 0, \\
\beta_i(g_i)(x) - (1 - 2\beta_i)P_M(g_i)(x), & \text{otherwise},
\end{cases}
\]  

(2.22)

where \( \beta_i \) is a free parameter. For better reconstruction, \( \beta_i \) increases at each iteration from 0.7 to 1.

We compare the speed of image reconstruction between HIO and RAAR algorithms in figures 2.7 and 2.8. They both retrieve a clear image within 3000 iterations.
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Figure 2.7: Comparison between the image reconstruction speed of HIO and RAAR algorithm. The two algorithms give similar performance given the same initial condition.
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Figure 2.8: The error is measured by the difference between the modulus of reciprocal space at each iteration and the known modulus of reciprocal space. The RAAR gives a superior convergence speed to the known modulus. However, the quality of the recovered image are comparable based on figure 2.7.
2.4 Fourier transform holography

Fourier transform holography was introduced by Guizar-Sicairos et al [39]. It combines coherent diffractive imaging and holography for direct phase retrieval. This allows direct imaging of a sample without using an iterative phase retrieval algorithm. In this approach, the far-field diffraction of a known object acts as a reference beam. The known object can be a point source reference using a small aperture, or an extended reference slit. Here, we show the derivation of Fourier transform holography.

Consider a known object that acts as reference \( r \), and an unknown object \( o \) that are at a different position. We call the sum of the two objects as \( g \).

\[
g(x, y) = o(x, y) + r(x, y) \tag{2.23}
\]

Assume \( g \) is illuminated by a plane wave. \( g \) is then proportional to the electric field at the object plane. Here, we ignore the factor of proportionality as it does not change our result, and use \( g \) as our electric field in the object plane, which is our object space.

In coherent diffractive imaging, the intensity of far-field diffraction pattern is recorded on an imaging device. This intensity distribution is the equivalent of the absolute square of the Fourier transformation of \( g \).

\[
I_{\text{far}} = M^2 = |\mathcal{F}(g)|^2 \tag{2.24}
\]

As shown in appendix A.2, the inverse Fourier transform of \( I_{\text{far}} \) gives us the auto-correlation of the original object \( g \):

\[
\mathcal{F}^{-1}(I_{\text{far}}) = \mathcal{F}^{-1}[|\mathcal{F}(g)|^2] = g \otimes g \tag{2.25}
\]

Using equation 2.23, we can expand equation 2.25 in terms of the unknown object \( o \) and the reference object \( r \)

\[
g \otimes g = o \otimes o + r \otimes r + r \otimes o + o \otimes r \tag{2.26}
\]

Now consider using a single slit reference:
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\[ l_{\text{slit}}(x, y) = l(x)\delta(y - y_o), \quad (2.27) \]

where

\[
l(x) = \begin{cases} 
0 & \text{if } x < -L/2, \\
1 & \text{if } -L/2 \leq x < L/2, \\
0 & \text{if } x \geq L/2, 
\end{cases} \quad (2.28)\]

where \( L \) is the length of the single slit.

With the single slit reference, we can apply a linear operator \( L = \frac{d}{dx} \) to equation 2.26 to recover the object.

\[
L(f \otimes f) = L(o \otimes o) + L(r \otimes r) + L(r \otimes o) + L(o \otimes r). \quad (2.29)
\]

It can be shown in appendix A.5 that:

\[
L(r \otimes o) = -L(r) \otimes o = r \otimes L(o). \quad (2.30)
\]

with this property, we have:

\[
L(f \otimes f) = L(o \otimes o) + L(r \otimes r) - L(r) \otimes o + o \otimes L(r). \quad (2.31)
\]

\( L(r) \) gives us the derivative of a single slit, a two-point Dirac Delta function:

\[
L(r) = \frac{d(l(x)\delta(y - y_o))}{dx} = -\delta(x - L/2)\delta(y - y_o) + \delta(x + L/2)\delta(y - y_o). \quad (2.32)
\]

Now we substitute 2.32 into 2.31, the last two terms of equation 2.31 then becomes:

\[
- L(r) \otimes o + o \otimes L(r) \\
= [\delta(x - L/2)\delta(y - y_o) - \delta(x + L/2)\delta(y - y_o)] \otimes o + ... \\
o \otimes [-\delta(x - L/2)\delta(y - y_o) + \delta(x + L/2)\delta(y - y_o)] \\
= o(x + L/2, y + y_o) - o(x - L/2, y + y_o) - o(-x + L/2, -y + y_o) + o(-x - L/2, -y + y_o). \quad (2.33)
\]
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Here we use the sifting property of the Dirac Delta function inside a cross-correlation (See Appendix A.7, A.8). This gives us four copies of the object.

The first two terms of the equation 2.31 are the derivatives of the autocorrelation function of \( o \) and \( r \), which are not used in the object retrieval.

\[
\frac{d}{dx}(o \otimes o + r \otimes r). \quad (2.34)
\]

For implementation with discrete data, the derivative of the single slit is taken in the reciprocal space using the following property (see appendix A3) [39]:

\[
\mathcal{L}(F^{-1}(I_{far})) = F(iu.I_{far}). \quad (2.35)
\]

where \( u \) is the coordinate in the reciprocal space, which corresponds to the slit direction in the object space, and \( i \) is the imaginary unit.

The entire retrieval procedure can be summarized as follows:

\[
F(iu.I_{far}) = \frac{d}{dx}[o \otimes o + r \otimes r] + ... \\
o(x + L/2, y + y_0) - o(x - L/2, y + y_0) - o(-x + L/2, -y + y_0) + o(-x - L/2, -y + y_0). \quad (2.36)
\]

If the spacing between \( o \) and \( r \) is greater than the size of the autocorrelation of \( o \) and \( r \), the first two terms of equation 2.36 do not overlap spatially with the last four terms, and we can retrieve four isolated copies of the object. Since Fourier transform holography uses the diffraction intensity at the reciprocal space, its image resolution is subject to the diffraction limit and spectral limit. In addition, the resolution of the Fourier transform holography is also determined by the size of the reference. In the case of a reference slit, the retrieved resolution is greater or equal to the width of the slit.

2.5. HHG as source

High order harmonic generation is a highly nonlinear process between the intense laser source and atoms/molecules [40, 41]. A characteristic of high order harmonics is that it exhibits a plateau region where a relative flat intensity can be observed across a broad spectrum [42]. This differentiates it from the landscape of perturbative harmonic gener-
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ation, where the signal goes down exponentially as the harmonic order increases. The physical origin of this phenomenon was later explained by an intuitive model introduced by the seminal paper of Paul Corkum, where the harmonic generation process is broken down into a three step model [43].

![Figure 2.9: Cartoon figure for three step model.](image)

1. The electron wave packet tunnels out in the presence of an intense laser field (2.9 a)

2. Free electron accelerates in the laser field (2.9 b.)

3. Electron wave packet recombines with the parent electron and emits high order harmonic (2.9 c.)

The three step model suggests that the plateau comes from the frequency of the continuum wave package as it was accelerated in the presence of the electric field. The emitted photon from high order harmonic generation carries the frequency structure of the free electron wave packet upon re-collision. Due to this unique feature, high order harmonic generation can produce short wavelength radiation. Harmonic emission occurs at each half cycle. For multi-cycle driving pulses, the spectrum of high order harmonic generation exhibits distinctive harmonic peaks at odd number multiples of the driving photon energy (see figure 2.12). This is due to destructive interference between two consecutive half laser cycles.

The highest harmonic produced with a given ionization potential of an atom or a molecule is approximately:

\[ E_{max} = I_p + 3.17U_p \]  

(2.37)
where $U_p$ is the ponderomotive energy $F^2/\omega^2$, $F$ is the laser electric field, $\omega$ is the frequency, $I_p$ is the ionization potential, $E_{\text{max}}$ is energy cutoff for the high order harmonics.

As shown in the cutoff equation, the harmonic cutoff energy increases by $I\lambda^2$ due to the increase in the ponderomotive energy, where $\lambda$ is the wavelength of the driving beam. Naturally, higher cutoff energy requires increasing laser intensity and using longer wavelength. However, increasing laser intensity can lead to ionization saturation caused by a pre-pulse, which prevents high order harmonic generation at the peak laser intensity. Longer wavelength increases the time that the electron packet spends in the continuum. This causes the spreading of the wave function and decreases the possibility of recombination from recollision. The scaling law for high harmonic conversion efficiency is proportional to $\lambda^{-6.5}$ in Kr [44]. Despite these experimental challenges, several groups have demonstrated promising results for HHG well into the X-ray spectrum [7, 45, 46].

### 2.5.1 Setup for HHG

The most common driving laser source for high order harmonic generation is the Ti:sapphire pulsed laser at 800 nm with femtosecond pulse duration. Ti-sapphire crystals have high damage threshold which allows higher photon input.

![Figure 2.10: The figure shows a typical setup for high order harmonic generation. The 800 nm light is focused into a vacuum chamber at photon intensity on the order of $10^{14} W/cm^2$. High order harmonics are produced at the laser focus.](image)

To use high order harmonic as a light source, the gas is usually chosen to be an inert gas with higher ionization potentials in comparison to reactive gas. Due to absorption
of XUV in atmosphere, HHG sources are inside vacuum chambers. A typical pressure in vacuum chamber is $10^{-3}$ mtorr. Figure 2.10 shows a typical setup for high order harmonic generation.

### 2.5.2 Simulated high order harmonic generation

We performed simulation of high order harmonic generation of a single atom using an numerical routine based on the Lewenstein model [47, 48]. Figure 2.11 shows the simulated high order harmonic emission from a few cycle 800 nm pulse with $1 \times 10^{14}$ W/cm$^2$ at the peak intensity laser intensity. With high order harmonics emission at each half cycle, the multi-cycle driving pulse produces a train of XUV pulses. The gas medium used in the simulation is Argon. Figure 2.12 shows the power spectrum of the HHG emission in figure 2.11. On a linear scale, we can observe visible harmonic peaks from 13 eV to 41 eV, corresponding from the 9th harmonic to the 27th harmonic.

Figure 2.11: HHG emission of few cycle laser pulse. Harmonic pulse emits at each half cycle of the driving electric field $E(t)$.

![Figure 2.11: HHG emission of few cycle laser pulse. Harmonic pulse emits at each half cycle of the driving electric field $E(t)$.

Figure 2.12: Simulated power spectrum from high order harmonic generation. The harmonic peaks are at the odd multiple photon energy of the driving laser field.

Figure 2.13 shows the spectrally filtered HHG emission at the 17th harmonic with 1 eV or 0.1 eV bandwidth. The narrower bandwidth of the filtered HHG emission corresponds to longer emission time. Figure 2.14 shows both the autocorrelation trace of the high order
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Harmonic emission and its the spectrally filtered emission. The coherence length of electric field corresponds to the full width half maximum of the auto-correlation function, which is given by:

$$L_c = \frac{c}{n\Delta f}$$  (2.38)

where $\Delta f$ is the bandwidth of the electric field, $c$ is the speed of light, and $n$ is the dielectric constant of the optical medium. Our simulation using spectrally filtered high order harmonics agrees qualitatively with the equation. Hence, to retrieve with a narrower spectral resolution, a longer time scan is required to cover its corresponding coherence length.

2.6 Fourier transform spectroscopy

Fourier transform spectroscopy is a measuring technique that allows the simultaneous collection of spectral information from broadband sources [49]. This approach improves the signal to noise ratio by a factor of $N$ (number of resolved frequencies) in comparison to the direct intensity measurement with a monochromator. Using the fact that the autocorre-
Figure 2.14: Simulated autocorrelation trace of HHG emission and its spectral filtered emission at 17th harmonic with 1 eV or 0.1 eV bandwidth. The narrower bandwidth corresponds to longer full width at half maximum.
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The correlation trace and the power spectrum represent a Fourier pair (see appendix A.2), we can collect a discrete autocorrelation trace in order to obtain the power spectrum.

![Schematic diagram of Fourier transform spectroscopy](image)

**Figure 2.15:** Schematic diagram of Fourier transform spectroscopy.

A typical setup for Fourier transform spectroscopy is a Michelson interferometer. A coherent light source is split into two identical copies by a beam splitter. One beam is reflected by a stationary mirror and the other by a moving mirror. The two beams would travel through different path lengths before they recombine at the output. The path length is tuned by the position of the moving mirror. As the moving mirror scans through different positions, the two beams produce different interference patterns at different relative time delay. The intensity of the time integrated interference pattern is collected at a discrete time delay to extract an autocorrelation function. A sample is often placed in the recombined beam to collect its absorption spectrum. For an arbitrary electric field $E(\tau)$ with finite pulse duration, where the field strength is zero outside $[-T,T]$, the signal output from a Michelson interferometer can be described as follows:
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\[ I_\omega(\tau) = \int_{-T}^{T} |E(t) + E(t + \tau)|^2 dt \]
\[ = \int_{-T}^{T} [E(t) + E(t + \tau)](E^*(t) + E^*(t + \tau))]dt \]
\[ = \int_{-T}^{T} [E(t)E^*(t) + E^*(t + \tau)E(t + \tau) + E(t)^*E(t + \tau) + E(t)E^*(t + \tau)]dt \]
\[ = \int_{-T}^{T} [2E(t)E^*(t) + 2Re(E(t)E^*(t + \tau))]dt, \tag{2.39} \]

where \( \tau \) is the time delay between the two identical signals, \( I \) is the signal received at the camera at each delay, \( E(t) \) is the electric field.

Rewrite \( E(t) \) as a Fourier series

\[ E(t) = \sum_{\omega = -\infty}^{\infty} \frac{E(\omega) e^{i\omega t}}{\sqrt{2T}}, \tag{2.40} \]

where \( \omega \) is the frequency and \( \sqrt{2T} \) is a normalization factor for the definite integral

\[ I_\omega(\tau) = \frac{\int_{-T}^{T} 2E(\omega)E^*(\omega)dt}{2T} + \sum_{\omega = -\infty}^{\infty} E(\omega)2 Re(\int_{-T}^{T} e^{i\omega t}e^{-i\omega(t+\tau)}dt) \]
\[ = \sum_{\omega = -\infty}^{\infty} 2|E(\omega)|^2 + |E(\omega)|^2 \cos(\omega \tau). \tag{2.41} \]

The first term has a constant value for all delay positions. The second term shows that the signal measured at each delay can be rewritten as a Fourier cosine Series with coefficient of spectral intensity. This term gives the spectral intensity after Fourier transformation, and is used as our autocorrelation function.

The highest frequency that can be obtained from Fourier transform spectroscopy is determined by the sampling rate. For a discrete-time system of sampling rate \( f_s \), \( 0.5f_s \) is its Nyquist frequency. The frequency component above Nyquist frequency is indistinguishable from the lower-frequency component [49]. To avoid this effect, the autocorrelation trace should be sampled with a frequency greater than the Nyquist frequency of its highest significant frequency content. The highest frequency from a discrete time scan is inversely
proportional to the delay steps.

\[ f_m = f_s/2 = \frac{1}{2\Delta t}, \]  \hspace{1cm} \text{(2.42)}

where \( f_m \) is the highest frequency sampled, and \( \Delta t \) is the length of each delay step.

The spectral resolution of Fourier transform spectroscopy is inversely proportional to the length of the scan:

\[ \frac{1}{N\Delta t} = \Delta f, \]  \hspace{1cm} \text{(2.43)}

where \( N \) is the number of the delay step, \( \Delta t \) is the length of each step, and \( \Delta f \) is the resolution in the frequency domain.

One of the first XUV Fourier transform spectroscopy experiments was done by Kovacev et al [50]. Their setup used a traditional Michelson interferometer inside a vacuum chamber. This arrangement reduces the noise generated from air fluctuations. The lowest detectable harmonic was at 89 nm. In a subsequent work, Nabekawa et al. measured the coherence length of an attosecond second pulse train [51]. Instead of delaying the fundamental beam, they directly split the XUV by a couple of D shaped mirrors. The auto-correlation trace is then obtained by delaying one of the D-mirror using a piezo-stage. They were able to resolve harmonics as high as the 25th at the zero order diffraction of a grating, and the 33rd in the first order diffraction. The zero order diffraction contains harmonics of different orders, thus the noise of different frequencies accumulate at the same pixel of the imaging device. At first order diffraction, the harmonics are spatially separated and the noise of each harmonic only influences its own autocorrelation trace.
Chapter 3

Experimental method

The imaging resolution from coherent diffraction imaging decreases with increasing source bandwidth (see section 2.1). In order to utilize a broadband high order harmonic source, a common approach is to spectrally filter out a single harmonic. This approach leads to a tradeoff between the imaging resolution imposed by the spectral limit and the diffraction limit (see section 2.1). Using the technique of Fourier transform spectroscopy, we extract the spectral information at each camera pixel. By simultaneously collecting a spectrally resolved broadband image, the signal-to-noise ratio is improved since no photon bandwidth is filtered. In addition, the spectrally resolved broadband information leads to an over-sampled diffraction pattern, which in principle improves the robustness of the phase retrieval algorithm [20].

3.1 Experimental setup

The conventional design for Fourier transform spectroscopy is a Michelson interferometer to delay between two identical beams. Given that there are no beam splitters in the spectral range of XUV or X-ray, we split a 800 nm beam, and use the two 800 nm beams to produce two time-delayed XUV high order harmonics beams. High order harmonic generation is a coherent process, and the copies of 800 nm beams generate two identical XUV light pulses during the interaction with a gas jet. The 800 nm beam comes from a 50 femtosecond, 16 mJ, Ti:sapphire laser at 100 Hz repetition rate. The energy we used in our experiment is 5 mJ per pulse at the entrance of our setup. The 800 nm beam is vertically linearly
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polarized in the lab frame and has the pointing stability of a few microradians.

![Interference fringe at MCP Screen](image)

Two 800nm Sources with variable relative time delay

Figure 3.1: The setup for two source interference. The two high order harmonic sources are spatially separated at birth, and propagate to overlap in the far field. The two sources interfere in the far field and produce a two slit diffraction pattern for each harmonic.

Since high order harmonic generation is a highly nonlinear process, spatial overlap of the two 800 nm beams will cause strong perturbation of the generation process at the laser foci. To minimize this effect, we design our setup to spatially separate the two 800 nm light at the foci. After the high order harmonics are produced at the focus, they propagate and overlap in the far-field (see figure 3.1).

Fourier transform spectroscopy requires the collection of the autocorrelation trace. This means we have to delay two identical beams at better accuracy, and greater resolution in comparison to the wavelength. For example, the 21st harmonic has a wavelength of 38 nm. Using the Nyquist criterion, the delay step needs to be shorter than 19 nm, equivalent to 63 attoseconds in time delay. The stability needs to be better than 31 attoseconds to retrieve the spectrum.

To improve the delay stability between the two beams, we designed a novel setup with inline delay between the two 800 nm sources. An inline delay improves the delay stability by having vibration and air fluctuations affecting the two beam paths in a similar way. We use a pair of Wollaston prisms to achieve this purpose. A Wollaston prism consists of two orthogonal polarized birefringent calcite wedges (see figure 3.2). Each calcite wedge has two optical axes with different refractive indices. By moving the Wollaston prism in the perpendicular direction with respect to the incident beam, the beam passes through
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longer distance inside one calcite wedge and shorter distance in the other. Due to the birefringence, the change in the medium thickness translates to the relative time delay between the incident beams of vertical and horizontal polarization.

Figure 3.2: A Wollaston prism consists of two orthogonal polarized calcite wedges. It acts as a beam splitter by polarization [52].

Figure 3.3: The experimental setup used for Fourier transform spectroscopy. The red and green wavy line represent the light path of two beams. All optical elements are mounted to an optical table

The experimental setup for the 800 nm can be seen in figure 3.3. The first half wave plate (HWP1) rotates the vertical polarization of the incident beam by 45 degree with respect to the vertical axis of the lab frame. The first Wollaston prism separates the input beam by vertical and horizontal polarization while directing the two beams into slightly different propagation directions. The first Wollaston plate is also used to control the delay.
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between the two beams via a translation stage (Newport MFA-PPD). The translation stage’s minimum incremental motion is 100 nm, and the angle of calcite wedges inside the Wollaston prism are 5 degrees. This corresponds to 10 attoseconds of minimal incremental optical delay.

The second Wollaston prism sits on a mirror mount with two adjustable axes. It is used to control the relative angle between the two 800 nm beams. The angle between the two 800 nm beams can be tuned by changing the orientation of the Wollaston prism with respect to the incident beams. The difference in propagation directions results in two separate foci after passing the two beams through a focusing lens. The second wave plate (HWP2) rotates the polarization of the two beams from vertical and horizontal to +45 degree and -45 degree with respect to the vertical axis in the lab frame.

The linear polarizer after the wave plate reflects only the vertical component of the two beams. This creates two 800 nm beams with the same polarization and intensity. The reflected beams are used to generate XUV high order harmonics. The linear polarizer transmits the horizontal polarized beams which are used for optical phase referencing. We guide the horizontally polarized beams to the same table as our camera for recording XUV (see figure 3.4). This ensures similar propagating directions between XUV and the reference beams. We record the reference beams using an independent camera (model:WinCamD-UCD12). Ideally, we would like to use XUV for phase referencing since it has higher resolution, but we are currently limited by the space of our detector chamber. The method of phase referencing is described in section 3.2.

A lens of 40 cm focusing distance is used to focus the two vertically polarized 800 nm beams into a gas jet inside the vacuum chamber. We use a continuous gas jet of Argon with 1.8 bar backing pressure. A continuous gas jet is selected over a pulsed gas jet to ensure stability of the gas pressure during long data acquisition time.

The two 800 nm beams are spatially separated at the gas jet by 200 µm. This produces two identical but separate XUV pulse trains. The XUV beams propagate into a detector chamber and are focused onto an imaging sample. We focus the XUV using two focusing mirrors at grazing angles between 3 to 5 degrees (see figure 3.4). The two mirrors have 2.5 and 1.5 meter focusing distance at the normal incidence angle, respectively. The first mirror focuses XUV in the horizontal direction and the second mirror in the vertical direction. The focal spot size of the XUV beams is estimated to be on the order of 10 µm. We place the imaging sample of 20 µm few millimeters after the XUV focus to ensure even illumination.
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of both XUV beams. The imaging sample is mounted to a 3-dimensional translation stage inside the source chamber.

The XUV diffraction pattern is recorded 25 cm behind the sample. To image the XUV radiation, we use a combination of a micro-channel plate (MCP), a phosphor screen, and a high dynamic range CCD camera. The MCP consists of a two dimensional periodic array of miniature electron multipliers. The spatial resolution of the MCP is 10µm which is determined by the spacing between electron multipliers. The XUV radiation induces a cascade of electrons that propagate through the MCP by the electric potential difference between the front and the back surface, which amplifies the original signal. The front surface of the MCP is grounded and the back surface is charged to 1.9 kV. The phosphor screen converts the electron cascade from the MCP into visible photons. The phosphor screen is charged to 3.9 kV. This creates 2kV of electric potential between the MCP and phosphor screen. Finally, a high dynamic range CCD camera (model: pco.1600) records the phosphor screen at 14 bit depth and 20µm spatial resolution. The exposure time of the CCD camera is set to 400 ms for the two experiments described in chapter 4, and 2000 ms for Fourier transform holographic experiment in chapter 6.

The experimental setup of the vacuum system, imaging system, and optical elements can be seen in figure 3.5. All optical elements for the 800 nm beam are mounted to an optical table. We cover our optical table with aluminum walls to decrease the effect of air fluctuations. High order harmonics are generated inside the source chamber, and are focused onto a imaging sample inside the detector chamber.
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Figure 3.4: The experimental setup of XUV diffraction, and the phase referencing at 800 nm. We focus XUV light with two spherical mirrors. Each mirror is aligned at a grazing angle of few degrees. This improves the reflection coefficient at XUV but introduces astigmatism at the focus. Additional copies of 800 nm beams are used as the reference beams to calibrate the relative delay between the two XUV beams at the MCP screen. The method for phase referencing is described in section 3.2.

Figure 3.5: The relative positions of the optic table, source chamber, detector chamber, and camera. The delay stages are located on the optic table. The continuous gas jet and laser focus are inside the source chamber. Sample, focusing mirror, and the MCP are mounted inside the detector chamber. The reference beam shown in the picture is used for phase referencing.
3.2 Effective spectral resolution enhancement by phase referencing from optical interference

3.2.1 Introduction

In Fourier transform spectroscopy, the power spectrum is obtained from collecting the autocorrelation trace at a uniform time step. However, in experimental settings, the autocorrelation trace is collected at a non-uniform delay due to noise.

Consider the autocorrelation trace measured at a single camera pixel. The intensity at each delay position is the time integrated interference pattern of two identical beams. If the pointing of the two beams changes, the interference pattern and the relative time delay at the camera pixel also changes. If the pointing changes by 10 microradians per hour, the beam position would move by 50 $\mu$m at 5 meters away. For a standard XUV imaging device such as a MCP, which has a typical spatial resolution of 10 $\mu$m, the beam pointing instability could significantly change the image recorded. To retrieve the autocorrelation trace in the XUV domain, an optical delay step of a few nanometers is required. This demands not only the rigid construction of the optical elements, but also the decoupling of the experimental setup and the disturbances inside a lab environment such as heat, air fluctuations, and seismic noise.

It is even more challenging to retrieve an autocorrelation trace in the water window spanning wavelength from 2 nm to 5 nm. Sub-nanometer delay step cannot be achieved with the current commercial translation stages, and the delay stability of sub nanometer is extremely difficult to realize due to noise. Inline optical delay can improve the delay stability and resolution to sub-nanometer. But it uses variable thickness of a dispersive material, which lengthens the pulse duration and decreases the efficiency of high order harmonic generation. To generate a continuum spectrum, or to extend harmonics into the water window, a few optical cycle driving electric field is required.

In summary, the delay noise from beam pointing instability and the limitations of a translation stage, results in a non-uniform delay in the Fourier transform spectroscopy. In the conventional data retrieval procedure, we assume uniform delay at $t_i$ and use discrete Fourier transformation to obtain the power spectrum:

$$\mathcal{F}_t(R_{auto}(x, y, t_i + \delta t_i)) = \mathcal{F}_t(R_{auto}^*(x, y, t_i)) = I(x, y, \omega), \quad (3.1)$$
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where \( R_{\text{auto}}(x, y, t_i + \delta t_i) \) is the distorted autocorrelation trace at non-uniform delay \( t_i + \delta t_i \), \( R^*_{\text{auto}}(x, y, t_i) \) uses the values of \( R_{\text{auto}}(x, y, t_i + \delta t_i) \) at uniform delay, \( I(x, y, \omega) \) is the retrieved power spectrum. When \( \delta t_i \) becomes significant compared to the quarter period of the light source, the quality of the retrieved power spectrum is undermined. In case where \( \delta t_i \) exceeds half period of the light sources, we can no longer retrieve the power spectrum based on the conventional Fourier transform spectroscopy.

3.2.2 Method

We overcome this technical difficulty using a novel approach named *phase referencing from optical interference*. We first produce two referencing beams from the original two sources by wavefront splitting. We can use a beam splitter for visible or UV sources, and a half mirror or diffraction grating for XUV, or X-ray sources. We use the original beam for conventional Fourier transform spectroscopy, and the referencing beams to extract the relative delay between the two sources. The retrieved optical delay is used to correct the non-uniform delay in Fourier transform spectroscopy.

We record the interference pattern of the two referencing beams as they overlap in the far field. For higher visibility of the interference pattern, we can either spectrally resolve or filter the broadband referencing beams with a diffraction grating or a narrow bandwidth mirror. The fringe pattern comes from the optical delay between the two sources. This includes the path difference and the time delay between the two sources. We use the spatial Fourier transformation of the interference pattern to extract the optical delay between the two sources. In practice, we record the phase of the most intense frequency. An ideal experimental setup for XUV, X-ray sources is shown in figure 3.6.

We perform phase referencing at every delay step of Fourier transform spectroscopy. In the lab environment, we would retrieve the non-uniform delay positions at \( \tau = \tau_1, \tau_2, \tau_3, ..., \tau_n \). We find the average delay step size \( \tau_m \) by dividing \( \tau_n - \tau_1 \) by number of step \( n \). We then linearly interpolate the autocorrelation function of the original beam \( R_{\text{auto}}(y, \tau) \) to \( R_{\text{auto}}(y, \tau_u) \), an autocorrelation function at uniform delay step, where \( \tau_u = \tau_1, \tau_1 + \tau_m, \tau_1 + 2\tau_m, ..., \tau_n \). Figure 3.7 shows the flow chart for phase referencing.

To use this method, we need to spatially resolve the fringe spacing of the referencing beams at \( \lambda L/d \). According to the Nyquist sampling criterion, each fringe must be sampled by more than 2 image pixels. The resolution of the retrieved phase is given by the fringe
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Figure 3.6: The ideal setup for phase referencing of XUV or X-ray sources. The position of the toroidal focusing mirror is adjusted to leak a small portion of the light that serves as the reference beam. The larger portion of the light can be utilized for broadband XUV or X-ray spectroscopy or microscopy. The reference beam contains interference fringes of two broadband sources. Using a diffraction grating, the broadband sources are dispersed into wavelengths propagating at different angles. This improves the visibility of the fringes at the imaging screen, and provides better accuracy for the phase referencing technique. In our imaging experiment shown in chapter 6, we use the setup in figure 3.4 due to lack of toroidal mirror and limited space inside our vacuum chamber.
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Figure 3.7: The procedure for phase referencing. The graph on the bottom left is the interference pattern of two narrow bandwidth XUV sources at different optical delays. Each vertical slice corresponds to the interference pattern at a particular delay. The phase retrieved can be seen in the bottom right figure. The graph on the top right shows the improvement given by the phase referencing. The plot shows the power spectrum of a high order harmonic source at the zero diffraction order. After phase referencing, the peaks becomes evenly spaced and show signature of harmonic peaks. The x-axis is calibrated by comparing the frequency ratio between the adjacent peaks, and the assumption that the harmonic peaks are at the odd multiple energy of an 800 nm photon. Energy is converted from harmonic numbers.
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spacing divided by the number of camera pixels per fringe. Assuming an imaging system of 10 µm spatial resolution, and two 4 nm reference sources at 200 µm foci separation, the resolution of the retrieved phase is 1 nm at 2 m away, 0.2 nm at 10 m away.

Here we derive the procedure for retrieving the two source delay from the interference fringes. For simplicity, we consider two coherent monochromatic Gaussian beams with a wavelength of λ, spatial separation of d, and beam divergence of θ. As the two beams propagate in the same direction, they diverge and overlap in the imaging plane. The imaging plane has the coordinates (x, y) and is distance L away from the two sources (see figure 3.8).

![Figure 3.8: The setup of two source interference. L is the distance between the two sources and the imaging screen, y is the vertical axis on the imaging screen.][1]

Using the far field approximation, the interference pattern at the imaging plane can be written as:

\[
I(x, y, \tau) = \cos^2\left(\frac{\pi}{\lambda}(d \sin(\theta') + c\tau)\right) e^{-2(y+x)^2/(\theta L/2)^2}.
\] (3.2)

If \(y/L \ll 1\), then \(\sin(\theta') \approx \theta' = y/L\).

We substitute \(\sin(\theta') = y/L\) into equation 3.2:

\[
I(x, y, \tau) = \frac{1}{2}[1 + \cos\left(\frac{2\pi}{\lambda}\left(\frac{yd}{L} + c\tau\right)\right)] e^{-2(y+x)^2/(\theta L/2)^2}.
\] (3.3)

To extract the relative delay between the two sources, we perform spatial Fourier trans-
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formation along the y axis at $x = 0$:

$$\mathcal{F}_y[I(0, y, \tau)] = S(v, \tau)$$

$$= [\delta(v)/2 + \delta(v - \frac{d}{\lambda L})e^{-\frac{2\pi v c}{\lambda}}/4 + \delta(v + \frac{d}{\lambda L})e^{\frac{2\pi v c}{\lambda}}/4] \ast e^{-2(\frac{v \theta L}{c\pi})^2}$$

$$= \frac{1}{2} e^{-\left(\frac{v \theta L}{c\pi}\right)^2/2} + \frac{1}{4} e^{-\frac{2\pi v c}{\lambda} - 2(v - \frac{d}{\lambda L})^2 (\frac{\theta L}{c\pi})^2} + \frac{1}{4} e^{-\frac{2\pi v c}{\lambda} - 2(v + \frac{d}{\lambda L})^2 (\frac{\theta L}{c\pi})^2},$$

where $\ast$ is the symbol for convolution. Now we have the sum of three Gaussian functions centered at $0, \pm \frac{d}{\lambda L}$, respectively.

If $\theta d \gg \lambda$, only the second Gaussian function in (3.4) has significant value at $v = \frac{d}{\lambda L}$. We take the phase in $S(\frac{d}{\lambda L}, \tau)$ to retrieve $\tau$:

$$\text{Phase}(S(\frac{d}{\lambda L}, \tau)) \approx \text{Phase}(e^{-\frac{2\pi v c}{\lambda}}) = -\frac{2\pi \tau c}{\lambda}. \quad (3.5)$$

Since $c$ and $\lambda$ are constant, we have retrieved $\tau$, the delay between the two sources.
Chapter 4

XUV Fourier transform spectroscopy

4.1 Fourier transform spectroscopy using first order diffraction

The first order diffraction from a diffraction grating contains dispersed wavelengths propagating at different angles. The incident light is spectrally resolved by spatial separation after the grating. While a diffraction grating spectrally resolves light in the spatial domain, Fourier transform spectroscopy does it in the temporal domain without affecting the spatial properties of the light. We combine the two techniques in one experiment and perform Fourier transform spectroscopy at the first diffraction order. This creates two independent copies of the spectral information with two different techniques. We use the spectral information obtained from the first order diffraction, an established method, to examine our spectral retrieval method: XUV Fourier transform spectroscopy with phase referencing. We are interested in whether our method can spectrally resolve light of narrow bandwidth, and how effective it can spectrally filter a selected wavelength.

We collect the first order diffraction of the two spatially overlapped broadband XUV beams. As shown in figure 4.1, the first order diffraction at the imaging screen contains well separated harmonic peaks, which is characteristic of high order harmonic sources. The higher order harmonic corresponds to shorter wavelength, and a narrower interference fringe between the two sources.

As the relative time delay between the two sources is varied, we record the intensity at each pixel as a function of the time delay. The intensity at different delays are used as the
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Figure 4.1: The first order diffraction of a broad bandwidth high order harmonic source.

autocorrelation trace at each pixel. Using the experimental setup shown in section 4.1, we scan the two sources at 10 attoseconds per step over a total delay of 17 femtoseconds.

Figure 4.2 shows the autocorrelation trace collected at a single pixel. We show the autocorrelation trace before and after performing our phase referencing method (see section 3.2). Here, we use the interference fringe at x=518 as our referencing beam. As shown in figure 4.2, the phase referencing technique interpolates the signal from non-uniform to uniform delay, and smooths the autocorrelation trace. We then take the Fourier transformation of the autocorrelation trace, which gives us the power spectrum shown in figure 4.3. The harmonic signal after phase referencing is stronger by a factor of 3 and narrower by a factor of 27 compared to before.

We apply the same approach to every camera pixel. In principle, this would give us another way to spectrally resolve the first order diffraction. By spectrally selecting 21st, 23rd, and 25th harmonic peaks with a frequency window of 0.3 eV bandwidth, we plot the spectrally filtered images without phase referencing in figure 4.4, and with phase referencing in figure 4.5. The figure 4.5 shows that after phase referencing, we can spectrally distinguish adjacent harmonics with more than one order of magnitude of dynamic range. Without phase referencing, the same dynamic range drops to 2, as shown in figure 4.4. The order of the harmonic is obtained by comparing the frequency ratio between the retrieved harmonic peaks, and the ratio of odd integers.
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Figure 4.2: The autocorrelation trace at a single pixel before phase referencing (a), and after phase referencing (b). Both traces were collected at a single pixel at position [614,200] of figure 4.1. We use the vertical slice at x=518 for phase referencing.

Figure 4.3: The retrieved power spectrum of a single pixel before phase referencing (a), and after phase referencing (b). Both plots use the same intensity scale which is normalized to the harmonic peak in (b). We take the average from 60 to 80 eV to be our baseline. The full width of half maximum of the harmonic peak is 8 eV on the left, and 0.3 eV on the right.
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Figure 4.4: The spectrally filtered image without using the phase referencing technique. a, b and c each present the spectrally filtered image at 21st, 23rd and 25th harmonic with 0.3eV bandwidth, respectively. Despite spectral filtering only one harmonic, other harmonics remain visible on the linear intensity scale.
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Figure 4.5: The spectrally filtered image after using phase referencing technique. a, b and c each present the spectrally filtered image at 21st, 23rd and 25th harmonic with 0.3eV bandwidth, respectively. Only the spectrally filtered harmonics have clear visibility on the linear intensity scale.

**4.2 Fourier transform spectroscopy using zero order diffraction**

Now we examine the Fourier transform spectroscopy at the zero-order diffraction of a diffraction grating. Zero-order diffraction is similar to the light reflected off a mirror, which contains non-dispersed broadband XUV. We use zero-order diffraction to check whether we can spectrally resolve light of a broadband source.

Figure 4.6 shows the retrieved raw data along a vertical slice. The data is taken at 180 µm foci separation of the 800 nm. By performing Fourier transformation in the time domain, we retrieve the power spectrum shown in figure 4.7. In figure 4.7, we presents the power spectrum at three different single camera pixels. The spectral peaks are well distinguished from the background noise and are evenly spaced as harmonics. We used phase referencing for the retrieved power spectrum. This demonstrates that we can retrieve the full power spectrum at every single camera pixel. The delay between the two sources is scanned with 30 attoseconds step size over a total delay of 39 femtoseconds.
Figure 4.6: The figure in the middle follows the evolution of the interference pattern during a scan. The horizontal axis corresponds to the delay step between the two sources. Each vertical slice in the middle figure corresponds to a vertical line on the imaging screen as indicated by the blue line in the left/right figure. The left and right figures are the two interference patterns recorded at the two dimensional imaging screen at the beginning and the end of the delay, respectively. As the relative time delay between the two sources is varied, the fringes move in the y(vertical) direction.
Figure 4.7: The graph on the left is the frequency integrated high order harmonic source. The asymmetric beam profile of the zero-order diffraction is due to the curvature of the employed grating. The three plots on the right show the retrieved power spectrum at each single camera pixel.
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4.3 Spatial modulation at the focus

Ideally, we want the two sources to be identical and independent of each other, just like the common Fourier transform spectroscopy. However, high order harmonic generation is a highly nonlinear process. As the spatial tails of the two 800 nm sources interfere, the wave front at the laser focus is perturbed and this leads to a change of the far field pattern. This process is called spatial modulation [53].

As shown in figure 4.8, an effect of spatial modulation is the intensity modulation at the periodicity of 800 nm, which is equivalent to 2.7 femtoseconds in time delay. This gives a intensity envelope of 800 nm period for each of the harmonics. In the Fourier domain, this creates additional side peaks that do not exist in the actual spectrum. The side peaks are at one 800 nm photon energy away from the odd harmonics, making them appear as even harmonics.

Assume we have the autocorrelation trace of a monochromatic high order harmonic:

\[ I(\tau) = \cos(n \omega \tau) + 1, \]  

(4.1)

where \( \tau \) is the delay of the autocorrelation function. If it follows intensity modulation of the fundamental frequency \( \omega \), we have:

\[ I(\tau) = (\cos(n \omega \tau) + 1) \times (A \cos(\omega \tau) + 1), \]  

(4.2)

where \( A \) is the modulation amplitude. Now the power spectrum we get is the Fourier transformation of the autocorrelation function:

\[
\mathcal{F}_I[I(\tau)] = \mathcal{F}_I[(\cos(n \omega \tau) + 1)(\cos(\omega \tau) + 1/A)A]
\]

\[
= (\delta(\omega' - n\omega) + \delta(\omega' + n\omega) + \delta(\omega')) \ast (\delta(\omega' - \omega) + \delta(\omega' + \omega) + \delta(\omega')/A)A
\]

\[
= \delta(\omega') + [\delta(\omega' - n\omega)] + \delta(\omega' + n\omega)] + [\delta(\omega' - \omega) + \delta(\omega' + \omega)]A + ...
\]

\[
[\delta(\omega' - (n - 1)\omega) + \delta(\omega' - (n + 1)\omega) + \delta(\omega' + (n - 1)\omega) + \delta(\omega' + (n + 1)\omega)].A.
\]

(4.3)

The last 4 terms show the retrieved frequency sideband at fundamental frequency away from the high order harmonic. This explains the even harmonic we see in the retrieved power spectrum, as shown in figure 4.9.
Figure 4.8: The horizontal axis corresponds to the delay step between the two sources. As the relative time delay between the two sources is varied, the fringes move in the y(vertical) direction.
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Figure 4.9: The power spectrum obtained from Fourier transform spectroscopy at different foci separations of the two 800 nm beams at the gas jet. At 60\,\mu m separation, both odd and even harmonics are at similar amplitude. However, as the foci separation increases to 180\,\mu m, the even harmonic peaks can no longer be distinguished from the background noise.
4.4 The effect of non-uniform delay on Fourier transform spectroscopy

Here we simulate the effect of non-uniform delay on the Fourier transform spectroscopy using a simulated power spectrum of HHG (see figure 2.12). Using inverse Fourier transformation, we convert the power spectrum to an autocorrelation trace. The time delay in the autocorrelation trace is at 30 attosecond step size over a total delay of 30 femtoseconds, which is similar to our experimental setting for the XUV hyperspectral coherent diffractive imaging. We interpolate the autocorrelation trace to the non-uniform step size. The deviation from the uniform step size is given by a random Gaussian distribution with standard deviation of $\sigma_t$. The interpolated autocorrelation trace is then treated as a uniform delay, and converted back to a distorted power spectrum by Fourier transformation. The result of our simulation is shown in figure 4.10. We examine the effect of non-uniform delay at three different $\sigma_t$ of 5, 10, 20 attoseconds, respectively. As the delay noise increases, the ability to resolve the harmonic frequencies is quickly reduced. When $\sigma_t$ of the delay step reaches 20 attoseconds, the retrieved harmonic peaks at 13th and 25th are no longer distinguishable from the background noise.
Figure 4.10: Simulated power spectrum retrieved from Fourier transform spectroscopy with non-uniform delay. The top, middle, and bottom plot shows the increasing distortion of the retrieved power spectrum as the delay noise increases from 5 to 20 attoseconds.
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Simulation of noise effect on image retrieval

Here, we perform computer simulations to examine our method of image retrieval and the effect of noise on the quality of image reconstruction routines. There are two types of noise: intensity fluctuations, and time errors in the relative delay between the two sources.

For the effect of intensity noise, we apply Gaussian noise to the far field diffraction intensity, and we examine the robustness of HIO, OSS, RAAR, and Fourier transform holography under different level of noises.

\[
I^*(x, y, \omega) = I(x, y, \omega) + \Delta I(x, y, \omega), \quad (5.1)
\]

where \(I^*(x, y, \omega)\) is the noisy far-field diffraction pattern, \(I(x, y, \omega)\) is the noise free far-field diffraction pattern, \(\Delta I(x, y, \omega)\) is a random variable that follows Gaussian distribution with zero mean.

In addition, we study how a non-uniform delay from Fourier transform spectroscopy reduces the effective spectral resolution and distorts the spectrally resolved diffraction pattern. We use OSS and Fourier transform holography to study the quality of image retrieval under the effect of non-uniform delay.

\[
\mathcal{F}_t(R^*_{\text{auto}}(x, y, t_i)) = \mathcal{F}_t(R_{\text{auto}}(x, y, t_i + \delta t_i)) = I(x, y, \omega), \quad (5.2)
\]

where \(\mathcal{F}_t\) is a 1D fourier transform operator along the time domain, \(R_{\text{auto}}(x, y, t_i)\) is the au-
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tocorrelation function retrieved in the far-field at uniform sampling point \( t_i = [0, t_s, 2t_s, \ldots] \), \( R_{auto}^* \) is the distorted auto correlation function at non-uniform delay, \( \delta t_i \) is a Gaussian random variable with zero mean and standard deviation of \( \sigma_t \).

5.1 Sample

To check the validity of our method, we have simulated the far field diffraction pattern of a sample and looked at the result of the retrieval. As shown in figure 5.1, we use the image of an actual sample and convert it to a bit map. The sample used in the simulation is similar to our experiment shown in chapter 6, consists of a slanted ‘F’ and a reference slit.

![Image of sample](image.png)

**Figure 5.1:** The sample used in the simulation is a bit map converted from a real sample. The picture on the left is taken from a light microscope. The length of the reference slit is on the order of 20 µm. The picture on the right shows the converted bit map. We use the picture on the right as our diffraction sample and the true object space for all simulation in this section.

As shown in figure 5.2, the far-field diffraction of the sample is generated by the absolute squared spatial Fourier transformation of the bit map.

5.2 Image retrieval with noiseless data

Here we examine our retrieval method with noiseless data. Using the far field diffraction intensity simulated in the previous section, we implement both Fourier transform holography and the HIO algorithm. The retrieved image from Fourier transform holography is shown in 5.3, and the retrieved image from HIO algorithm is shown in 5.4. Both methods
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Figure 5.2: Simulated far field diffraction pattern of the sample. The far field pattern is generated from 2 dimensional Fast Fourier transformation of the known sample.

give a robust object reconstruction. HIO algorithm is shown to produce less artifacts compared to Fourier transform holography. Here we chose the initial phase for HIO algorithm to be random. We can also improve the convergence rate of the HIO algorithm using initial phase obtained from Fourier transform holography. The simulated result is shown in appendix B.

Figure 5.3: Using Fourier transform holography, the diffraction sample can be directly retrieved. The method gives unambiguous reconstruction of the object 'F'. The method of Fourier transform holography is described in section 2.4.
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Figure 5.4: Using hybrid input output routine, we retrieve the object image.

5.3 Phase retrieval routines using noisy data

5.3.1 Noise effect from intensity fluctuation

Here we study how noise affects the iterative phase retrieval algorithms. To show the effect of the intensity noise on the HIO phase retrieval algorithm, we add Gaussian noise with standard deviation of 5%, 10%, 30%, and 50% of the far field diffraction intensity. It can be shown in figure 5.5 that the additional intensity noise decreases the quality of the reconstruction at two different phases. From 5% to 30% noise level, the HIO algorithm gives an accurate structure of the imaging sample but the contrast of the retrieved images decreases with increasing noise. When the noise level reaches 50% of the diffraction intensity, the HIO algorithm no longer gives robust image reconstruction, and the relative position between the reference slit and structure of F becomes destabilized at different phase retrieval iterations. In this study, we chose the free parameter $B$ to be 0.9, similar to the optimal values shown in other papers [38, 54].

To verify the effect of the intensity noise is not characteristic to the HIO algorithm at a singular free parameter value, we perform phase reconstruction at 50% noise level using three different popular phase retrieval algorithm: HIO, RAAR, OSS. For each algorithm, we use free parameter $B$ at 0.6, 0.7, 0.9, respectively. We run each phase retrieval routine for up to 300 iterations. Figure 5.6 shows none of the phase retrieval algorithms gives a robust image reconstruction at the 50% noise level.

As a contrast to phase retrieval algorithms, Fourier transform holography is robust against high intensity noise levels. As shown in figure 5.7, we can see a clear letter 'F' up to 200% noise level. This is a great improvement in comparison with phase retrieval by
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Figure 5.5: The four rows are the image retrieved from noisy diffraction pattern at noise level of 5%, 10%, 30%, 50%, respectively. At each noise level, we plot the retrieved image from the 10th iteration to the 300th iteration of the phase retrieval algorithm.

Figure 5.6: The retrieved images using three existing popular phase retrieval algorithms at 50 % noise level.
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Figure 5.7: The retrieved images using Fourier transform holography at different level of Gaussian noise.

iteration, where OSS, HIO, RAAR all failed at 50 % intensity noise level. Since intensity noise is random in time, it is disproportional to the total exposure time and photon intensity in the coherent diffraction imaging experiments. Consequently, Fourier transform holography can be used for robust image reconstruction with less photon flux required than phase retrieval algorithms.

### 5.3.2 Noise effect from non-uniform delay

To study the effect of non-uniform delay on the image reconstruction, we simulate a spectrally resolved diffraction pattern from 2 to 45 eV using the far field approximation. In the far field approximation, the diffraction patterns are the same for all wavelength but their size scales with the wavelength. Due to this wavelength dependence of the diffraction pattern, the spectrum at each single pixel is different from the source. Our simulated far field diffraction data contains three dimensional information: the two dimensional intensity pattern at the imaging screen, and the one dimensional power spectrum at each image pixel. We use inverse Fourier transformation along the frequency domain, and collect the autocorrelation function at each pixel. The power spectrum of the source is the simulated spectrum from subsection 2.5.2. We introduce non-uniform delays by adding Gaussian noise to the uniform delay of the autocorrelation function. We then linearly interpolate the autocorrelation function to the non-uniform delays. Finally, we use the values of the new autocorrelation with uniform delays, and Fourier transform it into a distorted power spectrum with the influence of delay noise.

We simulate spectrally filtered diffraction patterns from both uniform and non-uniform delays. Figure 5.8 shows the retrieved far-field diffraction pattern at the 13th, 21st, and 27th harmonics of 800 nm. The step of the uniform delay is at 30 attoseconds, similar to
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the delay step used in the experiment shown in chapter 6. We use three different levels of
delay noise at 5, 20, 30 attoseconds standard deviation, respectively. For comparison, we
plot the ratio of the diffraction intensity after and before adding the delay noise. As shown
in figure 5.8, the ratio is spectrally and spatially dependent, and increases at higher order
harmonics or higher delay noise.

Figure 5.8: The top three plots show the noise free diffraction pattern. The bottom graphs
show the ratio of intensity between the retrieved diffraction pattern from non uniform
delay and uniform delay. The standard deviation of the assigned noise are at 5, 10, and 20
attoseconds.

Figure 5.9 shows the retrieved image using Fourier transform holography method with
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non-uniform delay. We use the same data set from figure 5.8, and plot only the retrieved images. It is shown that the quality of the reconstructed image decreases quickly with the increasing harmonic number. While the retrieved 'F' pattern at 20 attosecond delay noise is barely visible at 27th harmonic, there is no ambiguity of the retrieved pattern at the 21st harmonic. This agrees qualitatively with our simulation on the effect of non-uniform delay on Fourier transform spectroscopy (see figure 4.10).

In addition, we simulate the effect of non-uniform delay on the iterative phase retrieval using OSS algorithm (see figure 5.10). We use the spectrally filtered 21st harmonic, and plot the reconstructed image after 300 iterations at 0, 5, 20, 30 attosecond delay noise respectively. For unambiguous image retrieval, the delay noise should be similar to or less than 5 attoseconds. It shows the phase iterative algorithm is less robust against non-uniform delay in comparison to the Fourier transform holography, as shown in figure 5.9.

In theory, the 21st harmonic can be resolved at a maximum 63 attosecond uniform-delay, which is one order of magnitude higher than the maximum delay noise allowed for unambiguous image retrieval using either the phase retrieval algorithm or Fourier transform holography.
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Figure 5.9: The retrieved object images using Fourier transform spectroscopy at non-uniform delay. The row label indicates the standard deviation of the random noise, while the column label indicates which harmonic is used for object retrieved.
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Figure 5.10: Retrieved images using OSS at various non-uniform delay noise.

\[ \sigma_t = \begin{align*} &0 \text{ as} & 5 \text{ as} \\ &20 \text{ as} & 30 \text{ as} \end{align*} \]
In this chapter, we show the experimental result for hyperspectral diffractive imaging. To our best knowledge, we have demonstrated for the first time, spectrally resolved broadband coherent diffractive imaging using the method of Fourier transform holography and Fourier transform spectroscopy.

The frequency range of our high order harmonics source contains more than one octave of frequencies. We use the same Fourier transform spectroscopy approach described in subsection 2.6 to spectrally resolve the diffraction pattern. The experimental setup for this experiment is shown in subsection 3.1. For each step we record diffraction images for 20 seconds, which consists of 10 frames each with 2 seconds exposure time, and is equivalent to illumination on the order of $10^{11}$ XUV photons. The total delay is 30 femtoseconds, which gives in principle, a 0.15 eV spectral resolution. Figure 6.1 shows the spectrum retrieved at a single pixel.

The imaging sample used is a 100 nm thick silicon nitride thin film with a thin Au layer for better imaging contrast. Shown in figure 6.2, the pattern on the sample is transparent and the backgrounds are the silicon nitride and Au layers that are opaque to XUV light. The sample was patterned by electron lithography at 100 nm resolution. The pattern consists of a letter ‘F’, the object we want to retrieve, and a single slit for phase referencing. The slit has width of 1 µm, and 15 µm long. The ‘F’ is angled at 45 degree with respect to the slit.
Figure 6.1: The spectrum obtained from a single pixel in the center of the diffraction pattern. After phase referencing, the peaks become evenly spaced and show the signature of the harmonic peaks. The energy axis is calibrated by comparing the ratio between the adjacent peak frequencies and odd integer numbers. Energy is converted from the harmonic numbers.

Figure 6.2: The imaging sample used for the experiment. The picture is taken with a visible microscope.
Figure 6.3: Figure a is the diffraction pattern at a stationary delay between two sources, and figure b is the 800 nm reference beam at a stationary delay. Both images were taken at a stationary optical delay of two sources.

Figure 6.3 shows the image of the diffraction pattern and the referencing beam at a stationary delay. The overall shape of the diffraction pattern is similar to our simulated data. In the diffracted pattern, the vertical line shape contains photon flux mostly from the referencing slit and the 'cross' shape from the slanted letter 'F'.

We first examine whether our experiment could spectrally filter the far-field diffraction pattern using Fourier transform spectroscopy. We chose a vertical slice from the diffraction pattern, and plotted the intensity against the photon energy (see figure 6.4). Using fit of inverse functions, we show the position of the diffraction pattern is inverse proportional to the energy, and thus proportional to the wavelength. This shows the retrieved diffraction pattern has the expected spectral dependence.

In principle, the shape of the far field diffraction pattern is the same for all wavelengths. However, the size of the diffraction pattern at an imaging screen scales with the wavelength. This relationship can be shown by the change of variable for the Fraunhofer diffraction equation 2.7.

Figure 6.5 shows the spectrally filtered diffraction pattern from the 7th harmonic to the 17th harmonic. The diffraction pattern at different harmonics are similar but at different
Figure 6.4: The diffraction pattern of a vertical slice at $x=400$ (see figure 6.3 a). The red dashed lines are inversely proportional to the photon energies. Spatial scales, which is consistent with our discussion on Fig 6.4.

Figure 6.6 shows the retrieved object using Fourier transform holography. The retrieved images show at least two well resolved copies of object 'F' from the 7th harmonic up to the 17th harmonic, which spans more than one octave of frequencies. This shows that our technique can effectively retrieve the far-field diffraction pattern across a broad range of harmonics. We speculate the uneven quality of the retrieved copies might come from the astigmatism introduced by our focusing mirrors. The non-even illumination affect the quality of phase referencing given by the slit.

As shown in figure 6.6, the retrieved images has different magnifications. The origin of magnification comes from equation 2.7. For the shorter wavelengths, each camera pixel corresponds to larger spacing in the reciprocal space. This means the diffraction pattern of higher order harmonics occupies larger area in the reciprocal space, and thus gives finer sampling in the real space. As a result, the 'F' pattern retrieved from higher order harmonics have higher magnification. This is analogous to the relationship between the spectral and temporal resolution shown in equations 2.42 and 2.43.

We measured the image resolution based on the sharpness of the retrieved object. Coherent diffraction limited resolution is also the pixel size in the retrieved images. As
Figure 6.5: The spectrally resolved diffraction pattern from the 7th harmonic to the 17th harmonic. All diffraction patterns were collected simultaneously.
Figure 6.6: The retrieved object images from 7th harmonic to 17th harmonic. From 9th to 15th harmonic, two copies of the object were well resolved. The other two copies are less resolved. We speculate this might come from the astigmatism of our focusing geometry. The non-even illumination might affect the quality of phase referencing given by the slit.
shown in figure 6.7, we take a line cut at the retrieved image at the 13th harmonic. The drop at the edge of the retrieved 'F' pattern is close to one pixel, corresponding to 1.4 µm resolution.

The resolution of the retrieved object is limited by the width of the reference slit, the diffraction limited resolution, and the spectral resolution. The width of the reference slit is 1 µm. The numerical aperture of the setup is measured to be 0.06. This means the diffraction limited resolution is 17 times the wavelength. The 7th and 13th harmonics each correspond to coherent diffraction limited resolutions of 2 µm and 1 µm, respectively.

In addition, the spectral limited resolution corresponding to 0.15 eV spectral resolution is 4 um at 15th harmonics. Our actual measurement shows better resolution close to 1 µm. We are not clear why this is the case as the spectral limit is based on the temporal coherence length, and is generalized for all coherent diffractive experiment. In addition, due to the magnification of the retrieved object at different wavelength. Another spectral limit given by the spectral bandwidth: d=2µm/n, where n is the harmonic number. Finally, the width of the slit (1 µm,) is the limiting factor for all harmonics.

![Figure 6.7](image)

**Figure 6.7:** a) is the retrieved image using the 13th harmonic. b) is a line cut from the retrieved image.

In addition, we used OSS iterative phase retrieval for the image reconstruction. The retrieved images is shown in figure 6.8. This should in principle retrieve the image of the letter 'F' plus the reference slit. However, the phase retrieval does not converge to the correct image. As shown in the noise simulation from figure 4.10, as the delay noise exceeds 10 attosecond Gaussian noise, OSS cannot give the correct object retrieval for the 21st harmonic.
Figure 6.8: The retrieved object images from 7th harmonic to 17th harmonic using OSS phase retrieval routine. Image of F pattern is not well resolved. At harmonic 9,11, the recovered reference slit coincides with object F, whereas in harmonic 13,15,17, only F pattern is visible.
We have used the setup describe in figure 3.4, and the phase referencing was done with an 800 nm beam. Given the pixel size of our camera, we can reference the optical delay up to 50 attosecond resolution. This means our setup falls short for the requirement of coherent diffractive imaging using photon source between the 7th harmonic to 21st harmonic. However, if we can use XUV instead of 800 nm light as the reference beam, then the referencing resolution can be easily improved by one order of magnitude. For this experiment, we would need to increase the size of our vacuum chamber to accommodate the extra space required for the reference beam.
Chapter 7

Conclusion and outlook

We demonstrated hyperspectral imaging using coherent XUV source. For the first time, we combined broadband XUV high-harmonic sources, Fourier transform holography, and Fourier transform spectroscopy. We demonstrated the retrieval of spectrally resolved diffraction patterns which spans over more than one octave.

We designed a stable setup which uses the birefringent property of a calcite Wollaston prism for wave-front splitting and inline delay of the driving laser beam. This gives accurate control of the optical delay. In addition, we used a novel setup for phase referencing for correcting optical delay and pointing instability of the driving laser beam.

We demonstrated that our experimental setup is capable of 2D pixel-wise retrieval of the power spectrum. This opens future opportunities in hyper-spectral imaging using broadband high order harmonic sources. In comparison to monochromatic light sources, our scheme provides higher signal to noise ratio proportional to the number of frequencies collected.

The bandwidth from our diffraction images is well above one octave. This can be used to retrieve 3-D structural information from a single direction [55]. Using conventional coherent diffractive imaging setup, one can project the 2-D diffraction at the far field imaging plane into an Ewald sphere in the reciprocal space. Under the condition of oversampling, this projection can be interpolated to an Ewald sphere of a one voxel thick. As shown by Raine et al, using one voxel thick layer of the spherical reciprocal space, three dimensional information can be obtained through iterative phase retrieval algorithms such as Hybrid Input Output [55]. One proposal was to use a broadband source, which can potentially
provide more data points with each frequency corresponding to different radii of the Ewald sphere. Our setup provides the ideal setup for 3-D imaging from a single direction since the broadband diffraction pattern can be resolved spectrally.

In recent years, there has been rapid development of intense high order harmonic sources in the water window [7]. The common design is to use strong infrared driving laser with few optical cycles. The generation medium uses high pressure Helium gas due to its higher ionization potential. The state of the art high order harmonic source from 2014 produces $1.85 \pm 0.12 \times 10^7$ photons/s/1% bandwidth at 300 eV [56, 46].

For coherent diffractive imaging, $10^{10}$ to $10^{12}$ photons are required to reconstruct a single image [29, 17]. The photon flux used in this thesis is on the order of $10^{10}$ photon at the most intense harmonic. This means the required data acquisition time for soft X-ray diffractive imaging based on Fourier transform spectroscopy can be as long as 1000 hours, well beyond a practical duration. However, we remain optimistic based on the rapid advancement in the past decade. The best photon flux produced in 2006 was $10^5$ photons/s/1% bandwidth, 2 orders of magnitude lower compared to today’s number.

A short term goal for broadband coherent diffractive imaging can be imaging small nanomaterials. In figure 7.1, we plot the transmission rates of four common elements with 200 nm thickness: Mg, Ti, Al, and Si. The data is taken from X-ray database of the Center for X-Ray Optics at Lawrence Berkeley National Laboratory [57].

![Figure 7.1: The transmission of XUV through 4 different metals.](image)

Figure 7.1 shows sharp spectral feature at the range of 20 to 120 ev. Using the spectrally resolved coherent diffractive imaging, we can in principle retrieve material’s structural
information and its spatially resolved material composition. The range of harmonics spectrum shown in figure 7.1 can be obtained using multi-cycle milijoule femtosecond pulses produced directly from commercial laser systems.
Appendix A

Derivation of Fourier transform holography

Here we derive some of the equations used for Fourier transform holography and Fourier transform spectroscopy. Similar proofs can be found in reference book [58] or paper [39].

If \( f(t) \) has the Fourier transform \( F(\omega) \), and \( g(t) \) has the Fourier transform \( G(\omega) \), then the convolution of two functions \( f,g \) has the Fourier transform \( F(s)G(s) \).

\[
\mathcal{F}(f * g)(t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(\tau)g(t-\tau)e^{i\omega t}d\tau dt
\]

\[
= \int_{-\infty}^{\infty} f(\tau) \int_{-\infty}^{\infty} g(t-\tau)e^{i\omega t}dtd\tau = \int_{-\infty}^{\infty} f(\tau) \int_{-\infty}^{\infty} g(t)e^{i\omega(t+\tau)}dtd\tau
\]

\[
= \int_{-\infty}^{\infty} f(\tau)e^{i\omega \tau}d\tau \int_{-\infty}^{\infty} g(t)e^{i\omega t}dt = F(w)G(w) \tag{A.1}
\]

The cross correlation of two functions \( f(t),g(t) \) has the Fourier transform \( F^*(\omega)G(\omega) \).
\[ F[(f \otimes g)(t)] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f^*(\tau) g(t + \tau) e^{i\omega t} d\tau dt \]
\[ = \int_{-\infty}^{\infty} f^*(\tau) \int_{-\infty}^{\infty} g(t + \tau) e^{i\omega t} d\tau dt = \int_{-\infty}^{\infty} f^*(\tau) \int_{-\infty}^{\infty} g(t) e^{i\omega(t-\tau)} d\tau dt \]
\[ = \int_{-\infty}^{\infty} f^*(\tau) e^{-i\omega \tau} d\tau \int_{-\infty}^{\infty} g(t) e^{i\omega t} dt \]
\[ = F^* G \]  
(A.2)

This means the autocorrelation of function of \( f \) has the Fourier transform \( F^*(\omega) F(\omega) \) or \( |F(\omega)|^2 \).

the Fourier transform of the first derivative of function \( f \)
\[
\frac{d}{dt} f(t) = \frac{d}{dt} \left( \int_{-\infty}^{\infty} F(w) e^{i\omega t} dt \right) \\
= \int_{-\infty}^{\infty} [i\omega F(w)] e^{i\omega t} dt
\]
(A.3)

This means \( F(\frac{d}{dt} f(t)) = i\omega F(w) \)

We can use this relation to derive the derivative rule for the convolution
\[
\mathcal{F}\left( \frac{d}{dx} [f(x) \ast g(x)] \right) = isF(s)G(s) \\
\mathcal{F}(\frac{d}{dx} [f(x) \ast g(x)]) = isF(s)G(s) \]  
(A.4)

Since Fourier transform of a function is unique, \( \frac{d}{dx} [f(x) \ast g(x)] = \frac{d}{dx} [f(x)] \ast g(x) = f(x) \ast \frac{d}{dx} [g(x)] \)

Similarly, we have the derivative rule for the cross correlation.
\[
\mathcal{F}\left( \frac{d}{dx} [f(x) \otimes g(x)] \right) = isF(s)^*G(s) \\
\mathcal{F}(\frac{d}{dx} [f(x) \otimes g(x)]) = [-isF(s)^*]G(s) \]  
(A.5)
\[
\mathcal{F}(f(x) \otimes \frac{d}{dx} [g(x)]) = F^*(s)[isG(s)]
\]
Therefore
\[
\frac{d}{dx} [f(x) \otimes g(x)] = - \frac{d}{dx} [f(x) \otimes g(x)] = f(x) \otimes \frac{d}{dx} [g(x)] \tag{A.6}
\]

Properties of cross-correlation with an Dirac Delta function
set \( f(x) = \delta(x - x_o) \)

\[
f(x) \otimes g(x) = \int_{-\infty}^{\infty} f^*(x')g(x + x')dx' = \int_{-\infty}^{\infty} \delta(x' - x_o)g(x - x')dx' = g(x_o + x) \tag{A.7}
\]

\[
g(x) \otimes f(x) = \int_{-\infty}^{\infty} g^*(x')f(x + x')dx' = \int_{-\infty}^{\infty} g^*(x')\delta(x + x' - x_o)dx' = g(-x + x_o) \tag{A.8}
\]
Appendix B

Iterative phase retrieval with initial phase from Fourier transform holography

To implement HIO algorithm, an initial phase is required. This phase is usually chosen to be random. However, Fourier transform holography retrieves object directly at lower resolution. We can use the phase retrieved in Fourier transform holography to be the starting phase in a HIO algorithm. As shown in figure B.1 and B.2, the initial phase from Fourier transform holography gives quicker convergence compared to random starting phase.

However, we did not find this approach to be effective against noisy data from our experiment. The information of initial phase from Fourier transform holography is lost to the contamination of noises during phase retrieval algorithm, this results in the stagnancy of the algorithm at local minimum, deviates from the desired retrieval pattern.
HIO phase retrieval with initial phase from Fourier transform holography

Figure B.1: The comparison between HIO algorithm using random phase and the phase retrieved from Fourier transform holography. x-axis is the iteration of the algorithms. y-axis is the sum of the absolute difference between the recovered real space at each iteration and real space of the actual object. The object can be retrieved directly from Fourier transform holography. However, its resolution is limited by the width of reference slit. Iterative phase retrieval after Fourier transform holography gives, in principle, higher spatial resolution of the recovered object. Retrieval with phase from Fourier transform holography is shown to converge faster than random phase. Using the phase retrieved from Fourier transform holography as initial iteration point, the reconstructed object shows one order of magnitude improvement.
Comparison of recovered object between HIO phase retrieval with initial phase from Fourier transform holography

Figure B.2: We compare the efficiency of the iterative algorithm using random initial phase versus phase retrieved from Fourier transform holography.
Source codes in Matlab

B.1 Hybrid input output

```matlab
[record_r_space_iteration]=hio(iteration,k_space,record_r_space_iteration,
record_r_space_iteration_points)
errors=zeros(40);

r_space=real((ifftshift(ifftn(k_space))));
for iteration = 1:300
    %sample(real(sample)>0) = buffer_sample(real(sample)>0);

    % %step 1, go from object space to fourier space
    k_space = fftshift(fftn(r_space));
    %
    copy_k_space=k_space;
    % step 2, meet fourier constraint, replace amplitude with exact one
    phase_angle = angle(k_space);
    k_space = original_k_space.*exp(phase_angle*1j);

    %step3, transfer from real space to fourier space
    r_space = real(ifftn(ifftshift((k_space)))); % frequency to real space
    r_space(r_space<0|not(support_base))= error_reduction*(buffer_r_space(r_space<0|not(support_base)) - hio_para*r_space(r_space<0|not(support_base)));
    %reduce entire domain toward zero

    buffer_r_space=r_space;
```
B.2 Fourier transform holography (Iterative phase retrieval with initial phase from Fourier transform holography)

```matlab
if rem(iteration,10) == 1
    imagesc((abs(r_space(360:590,360:570))))
drawnow
    iteration
end
for m=1:size(record_r_space_iteration_points,2)
    if iteration == record_r_space_iteration_points(m);
        record_r_space_iteration(:,:,m)=abs(r_space(360:590,360:570));
    end
end
end
end
```

**B.2 Fourier transform holography**

```matlab
function [image_out]=holographic_rec(image_in,window1,window2)
target=image_in;
[X,Y]=meshgrid(0:size(target,2)-1,0:size(target,1)-1);
X_max=max(max(X));
frequency=-1:1/X_max*2:1;
B=repmat(frequency,[size(target,1),1]);
to_plot=abs(ifftshift(fft2(double((target).*1j*B))));
to_plot2=to_plot;

ty_c=round(size(image_in,1)/2);
x_c=round(size(image_in,2)/2);
to_plot2(y_c-window2:y_c+window2,x_c-window2-5:x_c+window2+5)=0;
image_out=to_plot2(y_c-window1:y_c+window1,x_c-window1:x_c+window1);
end
```
B.3. RAAR (Iterative phase retrieval with initial phase from Fourier transform holography)

B.3 RAAR

\[
\text{raar\_para\_i=test\_b(j);} \\
r\_space=\text{real((ifftshift(ifft(k\_space))));} \\
\text{to\_plot\_error=\sum(\sum(\text{abs(fftshift(fft2(ifftshift(r\_space)))))}-\text{original\_k\_space}));} \\
\text{minimum=to\_plot\_error;} \\
\text{to\_plot\_phase=0;} \\
\text{for iteration = 1:300} \\
\quad \text{raar\_para=raar\_para\_i;} \\
\quad \%\text{raar\_para=}\text{raar\_para\_i}+(1-\text{raar\_para\_i})\ast(1-\exp(-(\text{iteration}/30)^3))-0.35 \\
\quad \text{r\_space\_pm=}\text{(pm(r\_space,original\_k\_space));} \\
\quad \text{intermediate\_r=r\_space;} \\
\quad \text{phase\_r\_old=r\_space;} \\
\quad \text{r\_space=r\_space\ast\text{raar\_para}+(1-2\ast\text{raar\_para})\ast\text{r\_space\_pm);} \\
\quad \text{r\_space((support\_base)\&(2\ast\text{r\_space\_pm}−\text{intermediate\_r})>0)=...} \\
\quad \text{r\_space\_pm((support\_base)\&(2\ast\text{r\_space\_pm}−\text{intermediate\_r})>0);} \\
\quad \text{if iteration=}300 \\
\quad \text{record\_r\_space\_iteration\_noise50\_06\_09\_raar(:,:,j)=r\_space(360:590,360:570);} \\
\text{end} \\
\%

\text{function [output]=pm (current\_real,magnitude)} \\
\quad \text{fourier\_magnitude\_square=}\text{abs(fftshift(fft2(ifftshift(current\_real))))} \ast^2 \\
\quad \text{epsilon=}10^{(-15)} \ast\text{max(max(fourier\_magnitude\_square))}; \\
\quad \text{first\_part=fourier\_magnitude\_square./((fourier\_magnitude\_square+epsilon^2))}
B.3. RAAR (Iterative phase retrieval with initial phase from Fourier transform holography)

\[ -0.5 \text{ magnitude; } \]

\[ \text{second part} = \frac{\text{fourier magnitude square} + 2 \epsilon^2}{\text{fourier magnitude square} + \epsilon^2} \] \(^{3/2} \) \times \text{fftshift(fft2(ifftshift(current real)))}; \]

\[ \text{output} = \text{current real} - \text{fftshift(ifft2(ifftshift((first part * second part))));} \]

end
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