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Coherent imaging of an attosecond
electron wave packet
D. M. Villeneuve,1,2* Paul Hockett,1 M. J. J. Vrakking,3,4 Hiromichi Niikura5*

Electrons detached from atoms or molecules by photoionization carry information
about the quantum state from which they originate, as well as the continuum states
into which they are released. Generally, the photoelectron momentum distribution is
composed of a coherent sum of angular momentum components, each with an amplitude
and phase. Here we show, by using photoionization of neon, that a train of attosecond
pulses synchronized with an infrared laser field can be used to disentangle these
angular momentum components. Two-color, two-photon ionization via a Stark-shifted
intermediate state creates an almost pure f-wave with a magnetic quantum number of
zero. Interference of the f-wave with a spherically symmetric s-wave provides a holographic
reference that enables phase-resolved imaging of the f-wave.

I
n the Copenhagen interpretation of quantum
mechanics, a particle is fully described by its
complex wave function Y, which is charac-
terized by both an amplitude and phase. How-
ever, only the square modulus of the wave

function, |Y|2, can be directly observed (1, 2). Re-
cent developments in attosecond technology
based on electron-ion recollision (3) have pro-
vided experimental tools for the imaging of the
electronic wave function (not its square) in bound
states or ionization continua.High-harmonic spec-
troscopy on aligned molecules was used to re-
construct the highest-occupied molecular orbital
of nitrogen (4, 5) and to observe charge migra-
tion (6). Strong-field tunneling was used to mea-
sure the square modulus of the highest-occupied
molecular orbital for selected molecules (7). Fur-
thermore, recollision holography (8, 9) permitted
a measurement of the phase and amplitude of
a continuum electron generated in an intense
laser field.
Complementary to recollision-based measure-

ments, photoelectron spectroscopy with atto-
second extreme ultraviolet (XUV) pulses has
also measured photoelectron wave packets in
continuum states (10–16) by exploiting quantum
interferences (17–19). However, decomposition
of the wave function of an ejected photoelec-
tron into angular momentum eigenstates with
a fully characterized amplitude and phase is
more difficult. First, in general, a one-photon

transition with linearly polarized light gener-
ates two orbital angular momentum (‘) states,
according to the selection rule D‘ ¼ T1. Second,
because the initial state has a ð2‘þ 1Þ-fold de-
generacy (labeled by m, the magnetic quan-
tum number) and because m is conserved for
interactions with linearly polarized light, photo-
electron waves with a range of m are produced.
Hence, the photoelectron momentum distribution
contains a sum of contributions from different
initial states, each of which is a coherent sum
of different angular momentum components,
making it difficult to decompose the continuum
state into individual angular momentum com-
ponents (20–22).
Here we preferentially create an almost pure

f-wave continuum wave function with m = 0 in
neon by using an attosecond XUV pulse train
synchronized with an infrared (IR) laser pulse
through the process of high-harmonic genera-
tion. The isolation of the f-wave with m = 0 is
attributed to the XUV excitation to a resonant
bound state that is Stark-shifted by the IR field.
By adding an additional coherent pathway that
produces an isotropic electron wave, we create
a hologram and reveal the alternating sign of
the lobes of the f-wave. By controlling the phase
of the interfering pathways with attosecond
precision, we are able to determine the am-
plitudes and phases of all six partial-wave com-
ponents that contribute to the continuumwave
function.
The experimental setup is described in detail

in the supplementarymaterials (SM). An 800-nm
wavelength laser pulse with a 35-fs duration is
focused onto an argon gas jet, producing high-
harmonic emission that we label “XUV.” In the
frequency domain, the emission has peaks at odd-
integer multiples of the driving laser frequency.
In the time domain, the XUV pulse is composed
of a train of attosecond pulses. The high-harmonic
emission is focused onto a second gas jet con-

taining neon gas. The neon atoms are excited and
photoionized by different high-harmonic orders,
and the resulting photoelectrons are recorded by a
velocity map–imaging (VMI) spectrometer, which
measures their two-dimensional (2D) projection
onto a detection plane (23). For the phase-resolved
measurements, we generate an XUV spectrum
that contains both even and odd harmonics, using
both 800- and 400-nm driving laser pulses (24). In
both cases, part of the 800-nm pulse (called “IR”)
is also focused onto the neon gas, permitting res-
onant (1 + 1′)-photon, XUV + IR ionization and
Stark-shifting of the resonant bound states (25).
The two-color temporal control and stability of
the experiment is <50 as.
We first consider the situation where the XUV

is generated by 800 nm only (i.e., no 400-nm
contribution). The XUV spectrum then consists
of a comb of odd harmonics of the IR driver laser
frequency (i.e., no even harmonics). Figure 1A
shows the XUV + IR photoelectron momentum
distribution for the ionization of neon that is
measured under these conditions. At very low
momentum, i.e., close to the ionization threshold,
a six-fold angular structure is clearly observed.
For comparison, an image recorded for helium
under the same conditions is shown in Fig. 1B.
This experiment may be viewed as the angular-
resolved version of a previous study in helium by
Swoboda et al. (26), in which the phase shift due
to an intermediate resonance was mapped out.
For neon, in Fig. 1A, the outer ring is produced
through direct ionization by harmonic 15 (H15),
whereas the inner structure results from (1 + 1′)-
photon, H13 + IR ionization through the 3d
intermediate resonance. The widths in the radial
direction of all observed features are a conse-
quence of the frequency bandwidth of the XUV
and IR pulses (27).
Figure 1C shows an energy level diagram that

rationalizes the experimental observations in
neon. The XUV photon energy and the IR inten-
sity create a resonance condition for H13 with
the Stark-shifted 3d level (see SM). The addition
of an IR photon enables (1 + 1′)-photon ioniza-
tion, producing the central feature seen in Fig.
1A. In Fig. 1C, the atomic eigenstates are labeled
with the usual atomic physics notation, i.e., with
principal quantum number n and with the or-
bital angular momentum labeled as s (‘ ¼ 0),
p (‘ ¼ 1), d (‘ ¼ 2), and f (‘ ¼ 3). A dipole tran-
sition between states changes ‘ by T1. For neon
(1s22s22p6), the 2p→3d transition is dipole-allowed,
and in the dipole approximation, the continuum
electron resulting fromXUV+ IR ionizationmust
have either p- or f-wave character. We show that
the experimental results are consistent with a
continuum electron wave function that is pre-
dominantly an f-wave withm = 0.
The amplitude of the six-fold structure is mod-

ulated when the relative delay between the XUV
and the IR laser pulses is varied. Thismodulation
is due to the interference between the resonant
H13 + IR pathway and the nonresonant H15 – IR
pathway (we use the notationH13 + IR andH15 –
IR to denote two-photon pathways composed of
one harmonic order plus or minus one infrared
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photon). The SM shows that the phase of the six-
fold structure is different from that of the higher-
order sidebands, consistent with the occurrence of
a phase shift due to the 3d resonance. This result
is consistentwith theobservations of Swoboda et al.
(26) in helium.
Experimentally, the resonant excitation to

the Stark-shifted 3d state can be confirmed by
measurements of the photoelectron momen-
tum distribution as a function of both the pho-
ton energy of the XUV and the IR laser intensity
(0 to 4 × 1012 W/cm2; see SM). At a given XUV
photon energy, the six-fold structure is ob-
served when the H13 photon energy matches
the 2p→3d resonant energy plus the pondero-
motive shift resulting from the IR laser inten-
sity (see SM). However, when the XUV photon
energy is larger than the Stark-shifted 2p→3d
transition, the six-fold structure disappears into
a broad distribution.
The initial 2p state of neon has three orthog-

onal orbitals, px, py, and pz (we consider that in
the experiment the laser is polarized along the
z direction, and the photoelectron is detected in
the xz plane). Ionization from each initial state
should contribute to the final angular distributions.
The three components of a continuum f-wave
resulting from (1+1′)-photon ionization from the
three p orbitals are illustrated in Fig. 2, along
with their simulated VMI projections. It is clear
that the six-fold structure of Fig. 1A corresponds
only to the m = 0 case, which is the only orbital
that displays the experimentally observed node
in the horizontal direction (x direction). The dom-
inance of them = 0 channel is both notable and
unexpected. Like the ground state, in the absence
of the laser field, the m ¼ 0 and m ¼ T1 com-
ponents of the 3d resonance are degenerate. Our
experiment thus suggests that a Stark shift of the
3d resonant state may be responsible for the se-
lection of them = 0 component. We show in the
SM that the Stark shift and ionization rate may
be different form = 0 andm ¼ T1, causing only

the m = 0 channel to be shifted into resonance.
Figure S5 shows that, for a particular combina-
tion of XUV frequency and IR intensity, the con-
tribution of photoelectrons produced through the
m = 0 channel exceeds by an order of magnitude
the contributions from the m ¼ T1 channels.
This calculation was performed with a 3D time-
dependent Schrödinger equation (TDSE) solver
by using an effective potential for argon, not
neon. As discussed in the SM, this calculation
demonstrates the plausibility ofm = 0 selection
by the Stark shift, but the calculation must be
done for a benchmarked neon potential.
We next modified the experiment by introduc-

ing a third, XUV-only, one-photon pathway to
the final continuum state as a homodyne phase
reference. Experimentally, this was done by add-
ing the second harmonic of the 800-nm laser pulse
to the high-harmonic generation process, result-
ing in the creation of both even and odd har-
monics (24). Even-order harmonic H14 creates
photoelectrons with the same energy as theH13 +
IR and H15 – IR pathways (see Fig. 1C). Direct

ionization from the 2p ground state by H14 pro-
duces s- and d-waves, which interfere with the
predominant f-wave that is created by both (1 +
1′)-photon processes. By varying the relative delay
between theXUV and IR pulses, the phases of the
XUV + IR, (1 + 1′)-photon processes are altered,
whereas the s- and d-waves are unaffected by the
delay, providing a constant phase reference for
the other channels.
Figure 3 shows measured photoelectron mo-

mentum distributions from neon at three differ-
ent XUV-IR time delays. Compared with Fig. 1A,
the lobes in the six-fold angular pattern alternate
in intensity, and the intensity distribution is con-
trolled by theXUV-IRdelay. The alternating three-
fold features can be rationalized in a simple
picture by coherently adding an f-wave to an
s-wave, or taking their difference, as illustrated in
Fig. 3, while neglecting the p- and d-wave
components.
The three VMI images shown in Fig. 3A are

taken from a series of 100 images recorded at
different XUV-IR time delays. These imageswere
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Fig. 2. Calculated continuum wave functions and predicted VMI projections. The individual
wave functions for the possible f-wave components are shown to the left of the corresponding
projections of the square of the wave function on a 2D plane. Quantization axis is along the vertical
(z) axis. Only the m = 0 case (left) is consistent with the experiment, which always exhibits a
node along the horizontal axis. The radial part of the wave functions was simulated with a Gaussian
width to correspond to the experimental energy width of the VMI images; the radial information

in the experiment is not used—only the angular distributions are used. fy ¼ Imðj3; 1þ j3;�1Þ=
ffiffiffi

2
p

and

fx ¼ Reðj3; 1� j3;�1Þ=
ffiffiffi

2
p

.

Fig. 1. Experimental
velocity-map elec-
tron images.The
observed photo-
electron momentum
distributions result
from the ionization of
(A) neon and
(B) helium by an
attosecond pulse
train synchronized
with the fundamental
IR laser pulse. Both
pulses were polarized
along the vertical (z)
axis. In both images,
the outer rings are
due to direct ioniza-
tion by harmonics 15 (neon) and 17 (helium). The central feature in the neon image results from (1 + 1′)-photon, XUV + IR ionization via the 3d state.
The slight left-right asymmetry arises from imperfections in the microchannel plate detector. An energy level diagram in (C) shows the levels that are
relevant for understanding the neon experiment. The green line labels the six-fold low-energy feature seen in (A).
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binned into 8° angular sectors, and the counts in
each sector were integrated to extract the angular
distribution for each image. In Fig. 4A, we plot
the observed electron angular distributions of the

central structure as a function of the XUV-IR
delay. The experimental results are compared
to a model in which six possible spherical har-
monics are added coherently and then projected

onto the xz plane to simulate the VMI images.
The total continuum wave function is writ-
ten as

yðq; fÞ ¼ AsY00 þ Ade
ifdY20 þ

ðAp13e
ifp13Y10 þ Af13e

iff13Y30Þeiw0t þ

ðAp15e
ifp15Y10 þ Af15e

iff15Y30Þe�iw0t ð1Þ

where the A’s represent amplitudes of each par-
tial wave contribution, f are the corresponding
phases,w is the IR laser frequency, t is the XUV-IR
delay time, andY‘mðq; fÞ are spherical harmonics.
The first two terms of the right side of the equa-
tion describe the one-photon ionization by H14
producing s- and d-waves, whereas the latter
two terms (containing the dependence on the
XUV-IR delay t) result from the pathway through
the 3d resonant state involving H13, and the
direct ionization channel involving H15, both
producing p- and f-waves. A fit of this model to
the experimental data yields the results shown
in Fig. 4B; the fitting parameters are listed in
Table 1. To ensure that a global optimum was
found, we employed a particle swarm optimiza-
tion algorithm with 107 initial conditions. The
amplitudes in Table 1 confirm the dominance of
the f- and s-wave components over the respective
p- and d-wave components that we have used in
the discussion of Fig. 3.
As an additional check, we show in the SM

that the partial-wave amplitudes and phases in
Table 1 are consistent with several further ex-
periments. One is the series of experiments that
produced the data shown in Fig. 1A, which were
recorded without H14 present; here the equal
intensities of all six lobes can only be reproduced
when the f- and p-waves are added with the rel-
ative phase and amplitude shown in Table 1. In a
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Fig. 4. Angular distribution of the central feature of the VMI images versus XUV-IR delay. Angle zero is defined as the upward direction in the
VMI images, parallel to the polarization (z) axis. A delay of p radians corresponds to a delay of half an IR optical period (1.33 fs). (Left) Experimental
data. (Right) Calculated angular distribution based on fitting a 12-parameter model (see Eq. 1) to the experimental data. The amplitudes and phases
of each partial wave are listed in Table 1. The dominant pattern is reproduced: Alternating lobes at 0° and 180°, with minor lobes at –60°, 60°, 120°,
and 240°. This pattern is associated with the six-fold structure of the dominant f-wave contribution.

Fig. 3. Electron momentum angular distributions with three pathways. (Top) Experimental
electron momentum distributions resulting from the ionization of neon via the three
pathways (H13, H14, H15) shown in Fig. 1C. The polarization direction is vertical. (Bottom)
Calculated images for a pure s-wave added to a pure f-wave (m = 0) with equal amplitudes,
squared and projected onto a plane, to show that the experimental results are dominated
by these two components. For simplicity (and as supported by the data in Table 1), the p- and
d-wave contributions are not included. The s-wave component is produced by direct one-photon
ionization with H14 and provides a phase reference for the other two interfering pathways.
As the phase of the IR pulse is advanced by the times shown above each figure, the phase of
the f-wave component is varied. The resulting interference introduces an up-down asymmetry in
the momentum distribution that can be controlled by the IR phase.
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further experiment, no IR was present, and the
inner structure was produced by H14 alone; here
the observed angular distribution is in approxi-
mate agreement with the relative phase and am-
plitude of the s- and d-waves in Table 1.
We have shown that, by combining coherent

photoionization pathways through a Stark-shifted
resonant state, we can create almost pure f-waves
with a single magnetic quantum number m = 0.
The addition of a direct photoionization path-
way producing predominantly an s-wave pro-
vides a constant phase reference that allows a
determination of the phase of the f-wave lobes.
By varying the relative phase of the pathways,
we can control thedirection inwhich the electrons
emanate from the atom, and we can verify the
quantum phase of the lobes of the f-wave. We
have spatially imaged the angular structure of
the continuumwave function and coherently in-
terfered it using a holographic reference com-
posed largely of an isotropic s-wave, leading to
the determination of the sign of the quantumwave
function. This is a form of coherent control, in
which the parity and direction of the electrons
can be controlled (13, 19).
In addition, the fitting of a model to the com-

plete experimental data set allows us to deter-

mine the exact makeup of the total continuum
wave function. In particular, we can determine
the amplitude and phase of each partial-wave
component. In photoionization parlance, this is a
“complete” experiment (20).
We have implemented a number of novel ap-

proaches, such as a sophisticated two-color inter-
ference experiment with careful use of both even
and odd harmonics and the use of Stark-tuning
to include or exclude desired quantumpathways.
These new tools in the attosecond toolbox may
allow us to studymore complex systems. For exam-
ple, can we apply a similar approach to a mole-
cule? By exploiting rotational wave packets, will
it be possible to determine both the amplitude
and phase of transition moments in the molec-
ular frame?
If the photon energy of the XUV can be tuned

widely to select a particular intermediate quan-
tum state, our method allows the measurement
of phase-resolved orbital images of other states
and in different atoms. For instance, if the elec-
tron is excited froma lower-lying level to a doubly
excited state, dynamical changes in the ampli-
tude and phase resulting from electron correla-
tion can be imaged directly with attosecond time
resolution.
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Table 1. Parameters of the model fit.The experimental photoelectron angular distributions as a

function of XUV-IR delay, shown in Fig. 4A, are fitted to a model composed of six partial waves

(see Eq. 1). The amplitudes and phases of each partial wave are listed. The amplitudes are
normalized so that the sum of their squares equals one. The phase of the s-wave is defined as

zero. f0 represents an arbitrary common phase that determines time zero. The column labeled

“Amplitude2” is the square of the values in the “Amplitude” column. Errors shown are the range

of each parameter such that the residual least-squares error between the model and the experiment
increases by 10%.

Fitting parameter Amplitude Amplitude2 Phase (rad)

As 0:83þ0:04
�0:04 0.697 0

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .

Ap13 0:16þ0:05
�0:05 0.024 0:54þ0:41

�0:34 þ f0.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .

Ap15 0:15þ0:05
�0:04 0.022 1:93þ0:41

�0:42 � f0.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .

Ad 0:10þ0:05
�0:06 0.011 1:57þ0:30

�0:30.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .

Af13 0:32þ0:04
�0:04 0.104 4:16þ0:19

�0:20 þ f0.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .

Af15 0:39þ0:03
�0:04 0.151 5:04þ0:16

�0:16 � f0.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .
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By Caterina Vozzi 

S
ince the birth of quantum mechan-

ics, scientists have been dreaming 

of imaging, and possibly controlling, 

the motion of electrons in atoms 

and molecules. These electrons are 

described in the quantum theory by 

wave functions. However, the wave function 

is an elusive quantity: It is a complex func-

tion with an amplitude and phase, but its 

square modulus is usually the only quantity 

directly measurable in experiments. In ad-

dition, visualizing the electron dynamics re-

quires extremely high temporal resolution, 

on the order of attoseconds (1 as = 10–18 s). 

On page 1150 of this issue, Villeneuve et 

al. (1) report on an elegant ex-

periment that demonstrates the 

possibility of fully reconstruct-

ing the electron wave function 

in the photoionization of neon 

and thus paving the way for co-

herent control of the process.

The description of the inter-

action between light and atoms 

at the atomic scale,  which is the 

quintessence of quantum me-

chanics, has received a strong 

push in recent years due to the 

development of attosecond tech-

nology. The main goal of attosec-

ond science is the realization of 

time-resolved experiments for 

imaging and possibly control-

ling the electron dynamics in 

atoms and molecules. These ex-

periments have allowed the visualization of 

extremely fast dynamics (2–4). In this frame-

work, photoionization is the simplest experi-

ment that grants access to information about 

the wave function of an electron escaping 

from an atom. Despite the extensive effort 

dedicated to the study of photoionization, 

questions still need to be fully addressed, 

such as what is the influence of electron cor-

relation in the photoionization dynamics (5).

The wave function of a particular elec-

tronic state can be written as the sum of an-

gular momentum components. One of the 

key aspects in photoionization experiments is 

the full reconstruction of this decomposition 

for the freed electron in amplitude and phase. 

Villeneuve et al. implemented a holographic 

approach for the full reconstruction of the 

electron wave function. In optical hologra-

phy, information about the phase, which cor-

responds to the three-dimensionality of the 

object, is recorded in a two-dimensional (2D) 

image as an intensity modulation. This mod-

ulation is due to the interference between the 

light coming from the object and a reference 

beam. In the same way, the reconstruction 

of the electron angular momentum compo-

nents can be inferred from the interference 

between different ionization pathways lead-

ing to the same final electron energy. The 

different XUV colors (photon energies) in a 

train of attosecond pulses can be used for ex-

citing neon atoms and for triggering the pho-

toionization process, as it was already done 

in helium atoms in (6) (see the figure). 

In Villeneuve et al.’s experiment, one XUV 

color promotes an electron to a resonant 

bound excited state of neon. Another laser 

pulse in the infrared (IR) Stark shifts this ex-

cited electron. As the reference, an isotropic 

electron wave function generated by direct 

ionization of neon atom by another XUV 

component does the trick. The 2D projec-

tion of the electron angular momentum can 

be recorded by a velocity map imaging spec-

trometer as a function of the delay between 

the XUV pulse train and the IR pulse. Each 

2D electron momentum spectrum is an im-

age of the electron wave function. The idea is 

simple and smart: The phase of the two inter-

fering wave functions can be controlled with 

attosecond precision by changing the delay 

between the XUV and the IR pulse, and the 

angular momentum components of the elec-

tron wave function can be fully reconstructed 

in amplitude and phase, exploiting a simple 

fit with spherical harmonic functions.

The manipulation of the electric field at 

petahertz frequency allows the steering of the 

electron in a specific electronic state and the 

possibility to use interferometric techniques 

for visualizing this state. The strengths of this 

approach are the relative ease of the experi-

ment and the need of a relatively simple the-

oretical model for the interpretation of the 

results. Its flexibility relies on the possibility 

of tuning the XUV photon energy in the at-

tosecond pulse train for resonantly matching 

transition energies in different kind of atoms 

and molecules. 

Over the past 15 years, several experi-

mental approaches have been developed in 

strong-field physics and attosecond science 

for the visualization of atomic 

and molecular wave functions 

and their dynamics with impres-

sive results (7, 8). This further 

piece of the puzzle represents 

indeed a very exciting finding for 

fundamental research in atomic 

physics. However, we can also 

foresee more visionary applica-

tions of the proposed method. 

These results may lead, for ex-

ample, to the realization of full 

coherent control of photoioniza-

tion, not only in atoms, but also 

in molecular systems, with the 

possibility to exploit attosecond 

pulse trains to steer the outcome 

of a chemical reaction or to select 

a particular dissociation path af-

ter the photoionization of mo-

lecular samples. How far will it be possible to 

extend this picture, and how complex can the 

reconstructed quantum wave functions be? 

The answers constitute the boundaries of at-

tosecond science that need to be investigated 

in the future. j

REFERENCES

 1. D. Villeneuve et al., Science356, 1150 (2017).
 2. F. Calegari et al., Science346, 336 (2014).
 3. X. Xie et al., Phys. Rev. X4, 021005 (2014).
 4. P. M. Kraus et al., Science 350, 790 (2015).
 5. M. Ossiander et al., Nat. Phys. 13, 280 (2017).
 6. M. Swoboda et al., Phys. Rev. Lett. 104, 103003 (2010).
 7. J. Itatani et al., Nature 432, 867 (2004).
 8. D. Shafir et al., Nature485, 343 (2012).

10.1126/science.aan5213

PHYSICS

Tracking the dynamics of 
electron expulsion
Electron holography is used to map out the wave 
function of a photo-emitted electron

Institute for Photonics and Nanotechnologies, CNR,Milan, 
Italy. Email: caterina.vozzi@cnr.it

Photoionization

A train of attosecond pulses ionizes 

and excites the atom in the presence 

of an IR pulse. 

Electron wave functions

The continuum wave 

functions associated with 

diferent ionization paths 

interfere. 

 

 

Velocity map 
imaging

Overlap of two

wave functions

Ejected

electron

Neon atom

IR photon

XUV

photon

oionization

Neon atom

ton

n

Wave function holography
With an interferometric approach, it is possible to reconstruct the full electron 

wave function in amplitude and phase.

DA_0616Perspectives.indd   1126 6/14/17   10:35 AM

Published by AAAS

on June 16, 2017
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


 

 
www.sciencemag.org/content/356/6343/1150/suppl/DC1 

 
 
 

 

 
 

Supplementary Materials for 
 

Coherent imaging of an attosecond electron wave packet 
 

D. M. Villeneuve,* Paul Hockett, M. J. J. Vrakking, Hiromichi Niikura* 
 

*Corresponding author. Email: david.villeneuve@uottawa.ca (D.M.V.); niikura@waseda.jp (H.N.) 
 

Published 16 June 2017, Science 356, 1150 (2017) 
DOI: 10.1126/science.aam8393 

 
 
 
This PDF file includes: 
 

Materials and Methods 
Figs. S1 to S8 
Table S1 
References 

 
 



2 
 

1. Experimental set-up 
 
The optical set-up for the two-color attosecond experiments employs a collinear 
arrangement for the two colors to keep relative timing jitter to less than 50 
attoseconds.  We use a commercially available Ti:sapphire amplifier system 
(Komodo-Dragon, KMLabs) to generate a 5.7 mJ, 1 kHz, ~790 nm laser pulse.  
After attenuating down to ~2mJ/pulse, we divide the pulse spatially and 
temporally by inserting a 1 mm thickness fused silica plate, covering the upper 
70% of the beam, into the incident beam before the focusing element.  The IR 
pulse transmitted through the fused silica plate, referred to as the driving laser 
pulse and delayed by 3 ps, is used for the generation of high-harmonics, while 
the other IR pulse is used as the perturbing field.  We generate high-harmonics 
by focusing both pulses into a pulsed argon gas jet.  After producing the 
high-harmonics, the driving IR laser pulse is eliminated by two silicon mirrors, 
whereas the probing IR pulse is reflected by a silver surface coated on the upper 
part of the silicon mirrors.  We focus both high-harmonics beams and the probe 
laser pulse by a 540 mm focal length, gold coated toroidal mirror into a second 
pulsed gas jet containing neon or helium gas.  In order to compensate and 
adjust the delay between the high-harmonic beam and the probing IR pulse, we 
insert another fused silica plate in the optical path of the probing IR pulse.   
 
We use a standard, velocity map imaging apparatus  [23] which consists of 
three electrodes and a micro-channel plate (MCP) with a diameter of 70 mm.  
The photoionized electrons are accelerated by the electrodes to the MCP. The 
photoelectron image is monitored by a CCD camera and transferred to a 
computer.  The polarization axis of the 800 nm pulse (Z-axis) was kept 
horizontal in the VMI, i.e. perpendicular to the acceleration axis (Y-axis).  The 
intensity of the IR was confirmed not to generate any ATI electrons, by turning 
off the HHG gas jet. 
 
In order to generate both odd and even harmonic orders, a 400-nm pulse is 
generated collinear with the 800-nm pulse by a β-BBO crystal  [24].  The delay 
between the 800 and 400-nm pulses is adjusted by a calcite plate so that both 
pulses are overlapped temporally in the region where the high-harmonics are 
generated. The polarization direction of the 800-nm and 400-nm are 
approximately parallel.  In the images presented here, it was possible that the 
400-nm polarization was not exactly parallel to the 800-nm polarization, 
possibly resulting in H14 having a small elliptical component. To rule this out, 
we have repeated the experiment with 400 and 800-nm polarizations exactly 
parallel, confirming that equivalent angular distributions (and their 
time-dependent feature) are obtained.  The APT that follows the same second 
beam path is removed by a second fused silica plate before the VMI, which also 
balances the path length between the two beam paths.  The relative delay 
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between the two beam paths is controlled by rotating the fused silica plate. 
 

Figure S1.  Experimental setup.  The 800-nm output of the Ti;Sa laser is 
focused into a pulsed gas jet of argon.  An attosecond pulse train is emitted 
from the gas jet, collinear with the 800-nm pulse.  The APT is focused with 
a toroidal mirror into a second gas jet of neon, inside a velocity map imaging 
photoelectron spectrometer.  The 800-nm pulse is removed from the APT by 
using a pair of silicon mirrors.  In the VMI, the photoelectrons are 
accelerated by an electric field to the MCP detector and recorded by a CCD 
camera.  To provide the infrared dressing field in the VMI, a parallel beam 
path is provided for 30% of the incident beam.  After passing through the 
argon gas jet, the second beam is reflected from the portion of the silicon 
mirrors that is coated with silver, and transmitted through an iris.  The 
APT that follows the same second beam path is removed by a second fused 
silica plate before the VMI, which also balances the path length between the 
two beam paths.  The relative delay between the two beam paths is 
controlled by rotating the fused silica plate. 
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2. The photon energy and IR intensity dependence of the photoelectron 
momentum distribution. 
 
In this section, we present our supplemental experimental results, showing that 
the Stark shift is responsible for the appearance of the six-fold structure 
(f-orbital) in the photoelectron momentum distribution.  To do this, we 
independently control the frequency of the high order harmonics (by slightly 
tuning the 800-nm central wavelength, thereby precisely controlling the photon 
energy of H13), and the intensity of the probing IR pulse.  We find that the 
f-orbital appears in a particular range of the IR intensity and photon energy.  
Outside of this range, a broad structure appears.  We confirm that the 6-fold 
structure involves a resonant state by measuring the APT-IR delay dependence 
of the photoelectron momentum distribution.  
 
 
2-1. The IR laser intensity dependence. 
 
Fig. S2 shows velocity map electron momentum images at various probing IR 
laser intensities of (a) 0 x 1012 W/cm2 (i.e. only APT), (b) 0.5 x 1012 W/cm2, (c) 2.0 
x 1012 W/cm2, and (d) 4.0 x 1012 W/cm2, respectively. The 13th harmonic photon 
energy corresponds to 20.24 eV.  The polarization direction of both pulses is 
vertical in the figure.  
 
As seen in Fig. S2, the appearance of the six-fold structure depends on the IR 
laser intensity.  Without the IR field, no structure is recognized in the center 
region, whereas the broad ring structure appears at an intensity of 0.5 x 1012 

W/cm2, and the six-fold structure appears for intensities larger than 1.7 x 1012 

W/cm2 (not shown).  As the IR intensity is increased further, the radius of the 
six-fold structure decreases.  This indicates that the appearance of the six-fold 
structure can be attributed to a Stark effect: if the ionization would take place 
by an XUV+IR two-photon process without involvement of the Stark effect, then 
the radial distribution of the ejected photoelectron would remain the same and 
only the signal counts would increase as the IR laser intensity increases. The 
Stark shift is also evident in the decreasing electron kinetic energy in the outer 
photoelectron ring that is produced by 15th harmonic ionization.  
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Fig. S2. The IR intensity dependence of the observed photoelectron 
momentum distribution of neon. The 13th harmonic photon energy is 20.24 eV.  
The IR intensity is (a) 0, (b) 0.5, (c) 2.0, and (d) 4.0 x 1012  W/cm2, respectively.  

 
As the simplest approximation, we assume that both the IP and the resonant 
state energy increase linearly with the ponderomotive energy shift, Up, as the 
IR intensity increases.  (Rydberg states will shift upward by the 
ponderomotive energy, which gives an upper limit for the ponderomotive shift of 
the 3d state.) With this assumption, the 2p-3d transition energy under the 
influence of the IR field is estimated by E3d = Up + 20.04 eV, where 20.04 eV is 
the field-free 2p-3d transition energy.  The calculated Up and E3d are 
summarized in Table S1.  
 
This simple model is consistent with the prediction that the six-fold structure 
appears via the 3d resonant state in the presence of the IR field, and accounts 
for the variation of the center structure as a function of the IR intensity shown 
in Fig. S2.  At the lower IR intensity, the 13th harmonic energy (20.24 eV) is 
larger than the estimated 3d resonant energy (E3d), and photoelectron rings 
associated with non-resonant transition are observed.   When the 13th 
harmonic energy is almost coincident with the Stark-shifted E3d, then the 
six-fold structure appears.  Table S1 shows the estimated Stark-shifted energy 
of the 2p-3d transition as a function of IR intensity, based on this simple model.  
The IR intensity which gives the well-defined f-wave in Fig. S2 coincides with 
the intensity that shifts the 2p-3d transition into resonance with H13. 
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Table S1. The estimated ponderomotive shift (Up) and the 3d resonant state 
(E3d) in the IR field as a function of the IR laser intensity.  The right panel 
illustrates how the energy levels are Stark-shifted into resonance with H13 
by the IR laser field. 

 
 
2-2. The 13th harmonic photon energy dependence. 
The exact frequency of H13 can be controlled by slightly shifting the central 
frequency of the Ti:Sa laser.  The actual frequency can be accurately measured 
by recording the photoelectron energies from all harmonic orders above the Ip of 
neon and extrapolating to the Ip, in the absence of the IR field.  We recorded 
photoelectron images as a function of the photon energy of H13 at a fixed IR 
laser intensity of 1.3 x 1012 W/cm2.  The results are shown in Fig. S3.  As the 
energy of H13 is increased from 20.06 eV to 20.38 eV, the radius of the six-fold 
structure increases, and then becomes a broad structure as H13 reaches 20.38 
eV.  The photon energy range where the six-fold structure appears is near the 
2p-3d resonance energy in the presence of the IR field, estimated at 20.12 eV.  
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Fig. S3.  Velocity map images of neon as a function of the photon energy of H13.  
The 13th harmonic energy is (a) 20.06 eV, (b) 20.10 eV, (c) 20.16 eV, (d) 20.24 eV, 
and (e) 20.38 eV, respectively.  We also illustrate the energy diagram and 
excitation paths schematically.  The 2p-3d transition can be brought into 
resonance with H13 either by changing the frequency of H13, or by 
Stark-shifting the 3d level with the IR intensity. 
 
2-3. APT-IR delay dependence. 
So far, we have shown that the six-fold structure appears when the 13th 
harmonic energy is close to the Stark-shifted 3d energy, whereas a broad 
angular distribution is observed when the photon energy is larger than that.  
Here we confirm that the resonant transition is involved in the appearance of 
the six-fold structure by measuring the APT-IR delay dependence of the 
photoelectron momentum distribution. This is done for the case where an 
800-nm-only driving laser was used, i.e. in the absence of even harmonic orders. 
 
Fig. S4 shows the measured intensity modulation for the photoelectron peaks as 
a function of the APT-IR delay for the case where (a) a broad distribution and (b) 
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a six-fold structure appear, respectively.  The lowest panel for each figure 
shows the integrated signal counts of the center structure, labeled as A, 
whereas the higher panels are RABBIT sidebands  [28,29]. 
 
The photoelectron signal modulation of feature A is caused by the interference 
between two ionization pathways.  Pathway 1 is ionization by H13+IR through 
the 3d state.  Pathway 2 is ionization by H15-IR, i.e. direct ionization to the 
continuum via H15 accompanied by stimulated emission of one IR photon.  The 
pure RABBIT sidebands do not involve an intermediate resonance, e.g. SB18 is 
the interference between H17+IR and H19-IR pathways.  By changing the 
APT-IR delay, the phase of each SB can be determined. 
 
The phase delay of the interference of the sidebands has two contributions: the 
attosecond chirp or harmonic phase of the APT, and the photoionization phase 
(from the atomic phase).  The phases of all of the sidebands can be seen to 
increase in a regular manner with harmonic order, except for the six-fold 
structure.  The six-fold structure (trace A in (b)) has an additional π/4 phase 
shift not seen in the other panels.  It has been reported that if ionization takes 
place through an intermediate resonant state, the resonance contributes an 
additional phase shift which is not seen in the higher sidebands  [26], 
depending on the detuning.  Our observation is consistent with the prediction 
that the six-fold structure arises from a resonant transition through the 3d 
state. 
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Fig. S4. Variation of photoelectron sideband signals as a function of the delay 
between the attosecond pulse train (APT) and the IR pulse for the case when 
(a) the a broad ring structure appears at low energy and (b) the six-fold 
structure appears, respectively.  The 4 panels correspond to (top to bottom) 
RABBIT sidebands SB20, SB18, SB16 and the central feature A.  The 
square data points are obtained by slicing the velocity map image along the 
laser polarization axis (vertical).  The red lines are obtained by a 15 point 
running average. The corresponding VMI images are shown at the bottom for 
one delay.  For the data points labeled as A, we take the signal counts at the 
radius corresponding to (a) the low-energy ring structure and (b) the 
low-energy six-fold structure, respectively. The magenta dotted lines 
represent the group delay of the attosecond pulse train.  The phase of 
feature A in (b) is shifted relative to the RABBIT sidebands due to the phase 
shift caused by the 3d resonance. 
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3. Stark Shift of 3d State  
 
The experiment shows that in our two-color XUV+IR experiment the final state 
for photoionization of neon is composed primarily of m=0 components.  The 
initial 2p state also contains m=+1 and m=-1 components.  Here we show that 
the Stark shift of the 3p resonant state can depend on the value of m. 
 
Calculations were performed with a 3D TDSE solver  [30] that has been shown 
to accurately reproduce experimental results  [31] .  An accurate effective 
potential is available for argon, but not for neon.  Therefore the calculations 
presented below apply to argon.  We use these calculations to support the 
plausibility of our argumentation the occurrence of m-dependent Stark shifts, 
but further calculations will be required to verify the case of neon. 
 
The results are obtained from two-color calculations where overlapping XUV 
and IR pulses are prepared as follows.  The XUV pulse is 150 cycles long (in 
order to get a reasonably narrow bandwidth) with a sine-squared envelope, and 
with a maximum field strength low enough (6e-4 a.u.) so that two-photon 
excitation is virtually absent in the calculation.  The IR field is a pulse that is 
18 cycles long, and that has a constant amplitude except for a half-cycle turn-on 
and turn-off, thus making sure that the XUV field always sees the same IR 
intensity. 
 
The calculations start in the ground state of Ar, using either m=0 or m=1.  
Calculations were performed, where for a given IR field strength (varied 
between 0.0005 a.u. and 0.01 a.u.) we calculated the photoelectron spectrum as 
a function of XUV frequency. In all, a few thousand runs of the TDSE code were 
made. 
 
There are two ways that the role of resonances shows up in these calculations.  
(1) When the XUV hits a resonance it leads to an increase of the photoelectron 
yield – this allows to determine the AC Stark-shifted energy of Rydberg states 
that show up in the calculation.  (2) The photoelectron peaks that the 
calculation produces result from one- or two-photon ionization of resonances 
that have been prepared by the XUV, hence the observed photoelectron energy 
also allows an estimate of the AC Stark-shifted Rydberg energies.  We observe 
a good consistency between these two methods of determining the AC Stark 
shift. 
 
Figure S5 shows a typical example of a computational series for a given IR field 
strength, both for m=0 (top) and m=1 (bottom).  Note the 4-order-of-magnitude 
intensity scale.  The branch starting at ωxuv = 0.53 a.u. corresponds to 
ionization by one XUV-photon and one IR-photon, whereas for ωxuv = 0.58 a.u. 



11 
 

ionization by a single XUV photon becomes possible (IP = 0.58135 a.u.).  A 
comparison of the top and bottom part of the Figure 1 immediately shows that 
there are significant differences between m=0 and m=1. In particular, the 
different location of some of the resonances (leading to regions of enhanced 
intensity in the photoelectron spectrum) stands out. 
 
As a next step, we determine the precise location of the resonances in a series of 
figures like Figure S5 by interpolation, and as a function of the IR field strength. 
This leads to the results shown in Figure S6. The location of the observed 
resonances is shown for m=0 and m=1 as a function of IR field strength.  If the 
levels would be purely ponderomotively shifted, all lines should evolve in the 
same manner as a function of the IR intensity, which is clearly not the case.  
Towards zero field, three resonances stand out, which correspond to the 
excitation of 4d, 5d and 6d intermediate resonances of argon. 
 
Figure S5 shows that the number of photoelectrons produced depends on the 
photon energy and the magnetic quantum number.  For example if the XUV is 
tuned to 0.552 a.u., the 2-photon signal (giving a kinetic energy around 0.02 
a.u.) is an order of magnitude greater for m=0 than for m=1.  This is also true 
for the 1-photon direct photoionization that gives electron kinetic energies 
around 0.08 a.u. 
 
This calculation shows that it is plausible that only the m=0 component of the 
initial atomic state is selected, by tuning the intermediate resonant state by a 
combination of IR intensity and XUV frequency. 
 



12 
 

 
Figure S5: Calculated photoelectron kinetic energy distributions following XUV+IR 
ionization of Ar in the presence of a flat-top IR field with an amplitude of 0.008 a.u., for 
m=0 (top) and m=1 (bottom). The XUV frequency is varied across the horizontal axis.  
See text for further details on the pulses. 
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Figure S6: Resonances in XUV+IR ionization of Ar in the presence of a flat-top IR field 
for m=0 (black symbols) and m=1 (red symbols), as a function of the IR field strength. 
The figure shows the location of the resonances in the calculation. Clear differences 
between the m=0 and m=1 Stark shifts can be seen.  
 
 
4. Fitting of Amplitudes and Phases of Partial Waves 
 
The experiment recorded a series of VMI photoelectron images as a function of 
XUV-IR delay τ.  A linear shading correction of 10% was applied across all 
images to compensate for spatial variation in detector efficiency, and the time 
base was linearized from glass plate tilt angle to time delay.  The VMI data 
were binned into 8o angular sectors and integrated radially to give the angular 
distributions shown in Fig. 4(a) of the main text.  The experimental image was 
then fit to a mathematical model composed of all possible partial wave 
contributions.  The angular part of the continuum wave function was written 
as 
 

𝜓𝜓(𝜃𝜃,𝜙𝜙) = 𝐴𝐴𝑠𝑠𝑌𝑌00 + 𝐴𝐴𝑑𝑑𝑒𝑒𝑖𝑖𝜙𝜙𝑑𝑑𝑌𝑌20 + �𝐴𝐴𝑝𝑝13𝑒𝑒𝑖𝑖𝜙𝜙𝑝𝑝13𝑌𝑌10 + 𝐴𝐴𝑓𝑓13𝑒𝑒𝑖𝑖𝜙𝜙𝑓𝑓13𝑌𝑌30�𝑒𝑒𝑖𝑖𝜔𝜔0𝜏𝜏  

+ �𝐴𝐴𝑝𝑝15𝑒𝑒𝑖𝑖𝜙𝜙𝑝𝑝15𝑌𝑌10 + 𝐴𝐴𝑓𝑓15𝑒𝑒𝑖𝑖𝜙𝜙𝑓𝑓15𝑌𝑌30�𝑒𝑒−𝑖𝑖𝜔𝜔0𝜏𝜏 
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The partial wave components were summed coherently, squared, and projected 
onto a 2D plane, then binned into angular sectors in the same way as the 
experimental results.  This model produced an image such as that shown in 
Fig. 4(b) of the manuscript.  The experimental image was subtracted from the 
model image point-by-point, and the difference-squared was summed.  This 
resulted in a goodness-of-fit parameter in a least-squares sense.  The 
parameters in the model were varied to create a global optimum fit of the 
parameters. 
 
In order to ensure that a global as opposed to local minimum of the 
least-squares difference was obtained, a genetic algorithm was employed, the 
Particle Swarm Optimization (PSO)  [32].  A set of 107 random initial 
conditions for the 12 parameters of the model (6 amplitudes, 5 phases, and ω0) 
were evaluated.  The swarm of parameters then moved towards the best global 
solution, but at the same time it randomly explored other parameters.  After 
100 iterations (36 hours on a 16-core processor) the optimum solution was 
found. 
 
4.1 Experiment with H14 Alone 
 
A separate experiment was performed in which even and odd harmonics were 
generated in the HHG medium, but no IR field was present.  The low kinetic 
energy electrons were then produced solely by H14, and only s and d partial 
waves are possible.  The result shown in Fig. S7 is consistent with the results 
of the full 12-parameter fit, except that the relative phase between the s- and 
d-waves is slightly different.  The H14-alone experiment was performed under 
slightly different experimental conditions than the full scan described in the 
main text, but the reasonable agreement gives additional confidence in the 
results. 
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Figure S7.  Blue trace: experimental angular distribution of the low energy 
component when H14 is present, in the absence of the IR probe field. The red 
trace is the model fit using two partial waves: As=0.8290, 𝜙𝜙𝑠𝑠 = 0, Ad=0.1030, 
𝜙𝜙𝑑𝑑 = 2.5 .  The model fit determined in Table 1 had As=0.8290, 𝜙𝜙𝑠𝑠 = 0 , 
Ad=0.1030, 𝜙𝜙𝑑𝑑 = 1.5747.  The only difference is the phase of the d partial wave 
which differs by 0.93 radians.  The model curve is jagged because the model 
photoelectron distribution was projected onto the same pixelated surface as the 
experimental image. 
 
4.2 Experiment with No H14 
 
We can also compare the model results to the VMI image shown in Fig. 1(a) in 
the main text.  The image shown there was taken without even harmonics, and 
included only p- and f-partial waves resulting from 2-photon processes.  In 
comparison to the VMI projections in Fig. 2 of the main text, it can be seen that 
a pure f-wave has more intense lobes at 0 and 180 degrees, whereas in Fig. 1(a) 
the lobes have almost equal intensity.  It is the weak coherent contribution of 
p-waves that serves to make all lobes equal. 
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We take the model predictions from Table 1 for the 4 p- and f-wave components 
to generate a simulated VMI image. That image is then processed in the same 
way as the experimental VMI images, to give an angular distribution.  The 
comparison is shown in Fig. S8.  It is seen that the model parameters give 
almost equal intensity to all 6 lobes, in agreement with the experiment. 

 
Figure S8.  Comparison of the 6-fold structure in modelled and experimental 
VMI images recorded in the absence of the 400 nm driving field (i.e. no H14 
present).  The experimental image is shown in Fig. 1(a) of the main text. The 
model parameters of the 4 partial waves (p and d) were taken from Table 1 of 
the main text.  Without the p-wave contribution, the lobes at 0 and 180 degrees 
(parallel to the polarization axis) would be much stronger than measured in the 
experiment.  The p-wave contribution serves to make all 6 lobes approximately 
equal in intensity, as observed. 
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