Perturbing laser field dependent high harmonic phase modulations
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Abstract

A perturbing laser pulse modulates and controls the phase of the high harmonic radiation driven by an intense fundamental pulse. Thus, a structured wave front can impress a specific spatial phase onto the generated high harmonic wave front. This modulation procedure leads to all-optical spatial light modulators for VUV or XUV radiation created by high harmonic generation. Here, through theoretical analysis and experiment, we study the correlation between the high harmonic phase modulations and the perturbing laser field amplitude and phase, providing guidelines for practical high harmonic spatial light modulators. In addition, we show that the petahertz optical oscilloscope for measuring electric fields of a perturbing beam is most robust using low order harmonics, far from the cut-off.
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1. Introduction

Spatial light modulators (SLMs) control the transverse distributions of the laser light amplitude and/or phase with programmable computer control [1], so complicated topological structures such as Bessel beams [2] or optical vortices can be generated [3]. With controlled laser beams, SLMs have found applications in optical tweezeing and trapping [4, 5], holography [6, 7], and laser processing [8]. In ultrafast optics, temporal pulse shaping for femtosecond lasers is achieved with an SLM, which controls the spectral amplitude and phase of femtosecond pulses [9]. Most commercial SLMs work for visible light.

Our aim is to extend their feasibility to a broader spectral range [10]. We concentrate on extreme ultraviolet (XUV) radiation where high harmonic generation provides an ultrafast, coherent light source for attosecond sciences [11], coherent imaging [12, 13], XUV nonlinear optics [14], and seeding free electron lasers [15]. Most applications require focusing, but due to weak refraction and strong absorption in media as well as the need for high surface quality, XUV optics are challenging to manufacture [16]. Usually, grazing incident toroidal mirrors or multi-layer mirrors focus high harmonic radiation for enhanced XUV photon fluence required by some applications [17–20]. A reflective Fresnel zone plate is another option for focussing narrow linewidth high harmonic beams [21]. In order to reduce the aberration of the high harmonic radiation, either intrinsic to the generation process or induced by the XUV optics, it is important to control the high harmonic wave front.

To reduced aberrations or to produce novel topological spatial structures, high harmonic technology offers a series of control parameters such as the density of the generating medium [22], the astigmatism of the driving laser field [23], or a two-color combination of the driving laser field [24]. In addition, complicated topological structures can be applied to high harmonic spatial profiles by, for example, controlling the driving laser optical angular momentum for high harmonic optical vortices [25–27], or manipulating the laser polarization for XUV vector beams [28]. The non-collinear geometry of two controlled laser beams has realized different ‘all-optical’ high harmonic optical devices, such as generation of
circular high harmonic beams [29], selecting a specific high harmonic order [30], in situ focusing high harmonics like a Fresnel zone plate [31], and actively tuning the optical angular momentum of high harmonic vortices [32, 33].

We analyze a technology for an SLM analog that is applicable to high harmonic generation. A weak perturbing laser field is coherently added to the driving laser field, forming a total driving field with an amplitude change and a phase shift that can be controlled by the weak field. These amplitude and phase variations modify the electron ionization and recombination processes and thus introduce the high harmonic phase modulations. If the perturbing field is counter propagating against the driving field, high harmonic generation is enhanced via quasi-phase-matching [34]. In this paper, we first study the relation between the high harmonic phase modulation and the perturbing laser field which we label by its relative amplitude and phase to the driving field. In section 2, we analyze the perturbing laser dependent harmonic phase based on the Lewenstein strong field approximation (SFA) model [35] and verify the results with three-dimensional time-dependent Schrodinger equation (TDSE) simulations. In section 3, we experimentally determine the harmonic phase modulation in the presence of the perturbing field with different amplitudes or phases using the in situ wave front measurement technique [36]. The agreement between the theoretical and experimental results confirm that it is possible to control the spatial phase distribution of a beam by applying a perturbing laser field that is spatially structured by a conventional SLM.

2. Theoretical analysis of high harmonic wave front modulations

High harmonic generation can be understood through three steps: tunnel ionization of bounded electrons, laser acceleration of the freed electron wave packet, and electron re-collision with its parent ion [37]. The saddle point analysis based on the SFA explicitly reveals the high harmonic phase contribution of each step [35]. If the process is perturbed by \( E_p = \delta E \cos(\omega_p t + \phi) \) added to the intense driving field \( E_d = E \cos(\omega_d t) \), the electron dynamics in all these three steps and the high harmonic phase are modified. Here \( \delta E \) and \( E \) are field amplitudes, and \( \omega_p \) and \( \omega_d \) are frequencies of the perturbing and driving beams respectively. The harmonic phase modulation due to the perturbing laser field is dominantly introduced in the free electron acceleration step [38]. Thus, the high harmonic phase modulation can be expressed as

\[
\Delta \phi_q = \int_{t_b}^{t_r} [k + A_d(\tau)]A_p(\tau) d\tau,
\]

where \( t_b, t_r, k \) are the birth time, the recombination time, and the canonical momentum of a specific electron wave packet trajectory corresponding to harmonic order \( q \), and \( A_d, A_p \) are vector potentials for the driving and perturbing fields respectively. For each harmonic order, \( t_b, t_r, k \) are obtained from the saddle point calculation without considering the perturbing field.

If \( \omega_p = \omega_d \), the total laser field retains its cosine function form. The total laser amplitude is \( (E^2 + \delta E^2 + 2\delta E E \cos \phi)^{1/2} \). Its variation as a function of \( \phi \) shifts the parameters \( t_b, t_r, \) and \( k \), and modifies the specific electron wave packet trajectory corresponding to a harmonic order. The laser amplitude variation induced high harmonic phase modulation has to be carefully calculated with equation (1). On the other hand, the total field phase is \( \arctan[\delta E \sin \phi/(E + \delta E \cos \phi)] \approx (\delta E/E) \sin \phi \), which has a \( \pi/2 \) phase shift relative to the amplitude variation (we assume that \( \delta E/E \ll 1 \)). The phase variation of the total driving field leads to the same shift of the birth and recombination times \( t_b \) and \( t_r \), but without changing the canonical momentum \( k \). Thus, the high harmonic phase modulation due to the shift...
of the time frame can be simply estimated as $q \arctan (\delta E \sin \phi / (E + \delta E \cos \phi))$, whose maximum is $q \arcsin (\delta E / E)$.

The harmonic phase modulation as a function of perturbing laser phase $\phi$ is calculated based on equation (1) for electron wave packet short trajectories corresponding to different harmonic orders $q$, as shown in figure 1(a) for $\delta E / E = 0.02$. For a given harmonic order $q$, the relation between the harmonic phase shift $\Delta \phi_q$ and the perturbing laser phase $\phi$ is expressed by a cosine function

$$\Delta \phi_q = C_q \cos (\phi - \psi_q). \quad (2)$$

The $C_q$ parameter encodes the modulation depth of the harmonic phase, and $\psi_q$ encodes the delay of the harmonic phase modulation relative to the perturbing laser field. For low harmonic orders (e.g. for the parameters of our experiment, $q < 25$), $\psi_q \approx \pi / 2$ and the harmonic phase modulation is in phase with the total driving field phase variation. This result implies that, although the electron wave packet trajectories for low harmonic orders are modified by the perturbing field, the modifications are negligible compared to the phase modulation because of the total driving field phase variation. For harmonic orders close to the cut-off frequency (e.g. $q = 33$), $\psi_q \approx 0.24 \pi$ and the harmonic phase tends to synchronize with the total driving field amplitude variation. So electron propagation phase induced by the amplitude variation of the total driving field becomes important for harmonic orders near the cut-off. The actual delay $\psi_q$ between the harmonic phase modulation and the perturbing laser phase is determined by the competition between the amplitude and phase variations of the total driving field, and falls into the range between 0 and $\pi / 2$.

For the case of $\omega_p = \omega_d$, it is simple to separate the harmonic phase contribution due to variations in the driving field amplitude and phase. The contribution from amplitude variation can be calculated by setting $\phi = 0$ for the perturbing field in equation (1) (figure 1(b), solid line). The total field phase variation induced harmonic phase modulation equals $q \arcsin (\delta E / E)$, and is plotted by the dashed line in figure 1(b). For low harmonics (e.g. $q = 15$ or 17) the harmonic phase shift is close to zero and significantly smaller than that contributed by the driving field phase variation. However, the contribution from amplitude variations increases rapidly with the harmonic order, and the two parts becomes comparable for harmonics close to the cut-off.

The above calculation for harmonic phase modulation is based on the saddle point analysis, and only takes the phase modulation contribution in the second electron acceleration step into account. We have also performed the TDSE simulation for the high harmonic phase modulation. In the simulation, a single active electron in a Coulomb potential $V(r) = -Z^2 / r$ is driven by linearly polarized driving and perturbing fields through an interaction Hamiltonian $H_I = (E_d + E_p) r \cos \theta$ in the length gauge. Here the effective nuclear charge $Z = 1.077$ so the ionization potential is $I_p = 15.7 \text{ eV}$ (the ionization potential of argon gas), the driving field intensity is $1.5 \times 10^{14} \text{ W cm}^{-2}$, the wavelength is 800 nm, $r$ and $\theta$ are radial and polar variables respectively in the spherical coordinate defined by the field polarization as the zenith direction. The three-dimensional electron wave function is expanded to a series of partial waves labeled by their angular momentum $l$. The maximum angular momentum of the electron partial waves is $l_{\text{max}} = 70$, which guaranteed the convergence of the calculation. In order to exclude the long trajectory contribution to the harmonic spectrum, we set an absorbing boundary condition at $r_{\text{max}} = 30 \text{ a.u.}$ for the wave function propagation, and a wavelet time-frequency analysis show that the long trajectory contribution is successfully suppressed [39]. The radial step is 0.1 a.u. and the time step is 0.09 a.u.. In each time step, the electron wave function propagation is calculated using the Crank–Nicolson method [40].

Figure 1(c) shows harmonic phase modulations at different perturbing field phase $\phi$. The results are consistent with the saddle point calculation except near the cut-off region because of the small radial range $r_{\text{max}}$ and the absorbing boundary condition. Thus, we see that the ionization and recombination steps have negligible effect on the harmonic phase modulation compared to the electron propagation step. These results also suggest that the harmonic phase modulation scheme is nonlinear medium independent.

If the perturbing field has a different wavelength from the driving field, the relative phase difference $\phi$ between the driving and perturbing fields is different for each attosecond pulse in the high harmonic radiation pulse train. Equation (1) has to be applied to calculate each attosecond pulse separately. The general definition of the harmonic phase modulation in an attosecond pulse train depends on the harmonic orders. For example, in the case of $\omega_p = 2 \omega_d$, the neighboring two attosecond pulses are generated by the driving field with opposite directions, but are modulated by the perturbing field with the same phase. Thus, one attosecond pulse has a spectral phase shift $\Delta \phi_p$, whereas the other, with the opposite field direction and a half driving field cycle time delay, has a phase shift of $-\Delta \phi_p$. The total harmonic field at frequency $\omega_{\text{at}}$ is $E(\omega_{\text{at}}) e^{i \Delta \phi_p} = E(\omega_{\text{at}}) e^{-i \Delta \phi_p} e^{-i \omega_{\text{at}} T / 2}$, where $T = 2 \pi / \omega_d$. If $q$ is odd, the field is $E(q \omega_d) \cos \Delta \phi_q \approx E(q \omega_d)[1 + O((\Delta \phi_q)^2)]$; if $q$ is even, it is proportional to $E(q \omega_d) \sin \Delta \phi_q \approx E(q \omega_d) \Delta \phi_q$. Thus, in the double frequency perturbation case, the high harmonic radiation is modulated in amplitude rather than in phase. The odd harmonic orders are less sensitive to the perturbing field than the even orders, though its intensity is higher. It is possible to take advantage of the difference of such sensitivity to achieve quasi-phase-matching of only even order harmonics [41].

We will concentrate on the case of $\omega_p = \omega_d$ in the following part of this paper. There are two reasons: (1) the conclusion drawn from the $\omega_p = \omega_d$ case is applicable to the phase modulation of each isolated attosecond pulse in the more complicated two-color perturbing case, and (2) for the high harmonic SLM which corrects the wave front aberration, the phase modulation in the $\omega_p = \omega_d$ case is more efficient than the amplitude modulation in the $\omega_p = 2 \omega_d$ case.
To complement our analysis, we measured the harmonic phase using the in situ method [36], while the perturbing laser field relative amplitude $\delta E/E$ and phase $\phi$ are monitored simultaneously. As shown in figure 2(a), the perturbing laser beam (wavelength $\lambda_p = 2\pi c/\omega_p = 800$ nm) crossed the intense driving beam (wavelength $\lambda_d = \lambda_p = 800$ nm, pulse duration 40 fs) at the gas jet at an angle of $\alpha = 15$ mrad. The oblique angle geometry introduced a linear perturbing laser phase shift $\phi(y) = -2\pi y \alpha/\lambda_p + \phi_0$ between the driving and perturbing field along $y$, where the first term is due to the oblique angle geometry and the second term $\phi_0$ is determined by the temporal delay between these beams. We tune $\phi_0$ with a piezo-controlled translation stage on the driving beam arm. Thus, the $q$th harmonic wave front has a cosine function shaped phase modulation $\Delta \phi_q(y) = C_q \cos(\phi(y) - \psi_q)$ along the $y$-direction and at this small angle it changes the high harmonic beam pointing and the far field divergence. By scanning $\phi_0$, the oscillation of the harmonic beam pointing and divergence revealed the harmonic phase modulation (figure 3(a)), similar to the petahertz optical oscilloscope [42].

The perturbing laser field relative amplitude $\delta E/E$ and phase $\phi_0$ are measured with the assistance of a replicated reference beam pair. In figure 2(a), a 70%-reflective beam splitter transmitted a copy (30% of the total energy) of the harmonic generating-perturbing pulse pair and the camera C1 captured the interference of the copy at the focal spot. Experimentally mirror M2 is off-set from the XUV beam line, and the high harmonic beam is monitored with an XUV spectrometer. Thus the frequency-resolved far field profiles of the high harmonic beam and interference of the reference laser beam pair on the camera C1 are recorded simultaneously. In order to determine the actual perturbing laser phase and relative amplitude from the camera C1 interference data, a separate calibration procedure involves moving in the steering mirror M2 in the high harmonic generation chamber, using camera C2 to record the interference between the fundamental and perturbing beams, and comparing the pattern with the reference beam pair interference data from the camera C1.

3. Experimental results and discussions

Figure 2. (a) Schematic diagram of the experimental setup. The temporal delay of the driving laser beam (thick red lines) is controlled by a piezo-stage relative to the perturbing laser beam (thin red lines). M1–3 are uncoated silica plates providing 4% reflection for the laser beams at 45° incident angle. M2 is on a motorized stage. Used for calibration, it can be moved out of the high harmonic beam path in actual experiments. (b) The camera counts captured by the reference camera C1 (red) and the calibration camera C2 (blue) respectively. Measured data are labeled with circles, and the fitted sine functions are plotted with solid lines.

Figure 3. Reconstruction of the high harmonic phase modulation for H19. (a) The measured far field spectrogram with different temporal delay between the driving and perturbing fields. The far field diverging angle $\alpha_q$ is converted to the transverse wave vector $k$, of the harmonic beam, by $k_q = (2\pi q/\lambda_p)\alpha_q$ where $q = 19$. (b) The reconstructed near field electrical profile of the H19 beam. The solid line for amplitude and the dashed line for phase. (c) The reconstructed phase modulation of the H19 beam at $y = 0$ with different temporal delay between the driving and perturbing fields (blue dotted line) and its sine function fitting (red solid line).
Figure 2(b) shows the C1 and C2 camera counts for the centers of the copied reference and the real focal spot at the gas target. We obtain $\phi_0$ by fitting the intensity signal to a cosine function. There are mainly two sources of systematic uncertainties in determining $\phi_0$. One is the thermal or non-linear Kerr phase difference caused by the optics. We minimize this contribution by using a 4% reflection surface from a silica plate for mirrors M1, M2, and M3, as shown in figure 2(a). The other uncertainty is the depth of field of the imaging system from the gas target to the camera C2. We minimize this source by mounting a knife-edge as a reference object at the gas nozzle, and optimizing the position of the camera C2 by overlapping the images of the reference object illuminated by the driving and the perturbing beams respectively. Experimentally we observe visible degradation of the image on the camera C2 if the gas jet is moved 0.5 mm longitudinally along the x-direction. It corresponds to $\sim 0.06\pi$ uncertainty of $\phi_0$. The relative field amplitude $\delta E/E$ equals \( I_{\text{H}2}/I_{\text{AC}} + \sqrt{I_{\text{H}2}^2 + I_{\text{AC}}^2} \), where $I_{\text{AC}}$ the amplitude of the AC oscillation component and $I_{\text{H}2}$ the averaged camera count signal, or the DC component.

To determine the high harmonic phase, we use the following algorithm to reconstruct the high harmonic phase modulation at the gas position from the far field high harmonic spectrum measured by the XUV spectrometer (figure 3(a) for H19). Consider that the qth harmonic is modulated by a function $g_q(y) = a_q(y)e^{i\Delta \phi_q(y)}$ as it is created allowing both amplitude modulation $a_q(y)$ and phase modulation $\Delta \phi_q(y)$. The measured far field high harmonic spectrum is

$$S_q(k, \phi_0) = \int E_q(y) g_q(y - \lambda_0 \phi_0 / \alpha) e^{i k y} dy,$$

where $E_q(y)$ is the qth harmonic near field complex profile without the perturbing field, $k$ the qth harmonic transverse wave vector related to the far field diverging angle. Equation (3) is similar to the signal measured in the well-known frequency-resolved optical gating technique [43], so the same principle component general projection algorithm (PCGPA) can be used to reconstruct the unperturbed harmonic field $E_q(y)$ and the modulation function $g_q(y)$.

As shown in figure 3(b), the unperturbed near field profile of H19 is reconstructed, including the amplitude (blue solid line) and phase (red dashed line) distribution along y-direction. The parabolic phase profile indicates a diverging wave front of the H19 beam at the gas jet. The measured phase modulation of the H19 beam $\Delta \phi_{q=19}$ at the beam center ($y = 0$) is shown by the dotted line in figure 3(c), as a function of the temporal delay between the driving and perturbing fields, effectively $\phi$. By fitting the measured data with a cosine function and comparing it with the fitted laser phase (figure 2(b)), we obtain the harmonic phase modulation depth $C_q$ and its delay $\psi_q$ relative to the perturbing laser field $\phi$.

We first consider the relative delay $\psi_q$ between the harmonic phase modulation and the perturbing laser field, as shown in figure 4(a). For low harmonic orders ($q \leq 25$), the relative delay $\psi_q$ is around $(0.50 \pm 0.13)\pi$, consistent with the theoretical analysis above. It means that the high harmonic phase modulation for low orders is predominantly determined by the phase variation of the total driving laser field. For harmonic orders close to the cut-off ($q = 33$ for 0.83 mJ pulse energy in blue and $q = 31$ for 0.77 mJ in red), the parameter $\psi_q$ decreases to $\sim 0.1\pi$. As discussed above, it is because the electron propagation phase modulation, which is related to the driving laser amplitude variation, becomes important compared to the phase.
variation part. For harmonic orders around $q = 27$ or 29, an increase of $\psi_q$ is observed that was not found in the previous theoretical analysis. This observation arises because it is experimentally difficult to suppress the long trajectory contributions near the cut-off. However, at the cut-off, the long and short trajectories merge and the analysis based on the short trajectory assumption becomes available again. In addition, for both 0.83 and 0.77 mJ driving laser pulse energy, the dependence of $\psi_q$ on the harmonic order $q$ behaves the same, implying that the relative importance between the driving field amplitude and phase variation only depend on whether the harmonic order is close to the cut-off or not.

The dependence of $\psi_q$ on the high harmonic orders raised the question of the feasible range of the petahertz optical oscilloscope technique [42]. In this technique, the high harmonic modulation is reconstructed either by the far field beam pointing of the high harmonic spectrogram [42], or by the PCGPA algorithm [44]. When one is interested in the perturbing laser field, especially its absolute carrier envelope phase, the equivalence between the harmonic modulation and the perturbing field depends on the harmonic orders, or photon energy for a continuous spectrum of an attosecond pulse. The existence of $\psi_q$ and its dependence on harmonic order $q$ suggested that a petahertz optical oscilloscope is accurate when the harmonic order is low. It is because the harmonic phase modulations for low orders are dominated by the laser field phase variation.

The harmonic phase modulation depth $C_q$ depends on harmonic orders as well, as calculated in the theoretical analysis. As shown in figure 4(b), the measured modulation depth $C_q$ increases with the harmonic order for a given perturbing field ($\delta E/E = 0.035$). The saddle point calculation of the modulation depth $C_q$ with the same $\delta E/E$ is shown in figure 4(b) (solid line) for comparison. For low harmonic orders, the harmonic phase shift is mainly because of the phase shift of the total driving field, so we can also evaluate the modulation depth as $C_q = q \arcsin(\delta E/E)$, which is linearly proportional to the harmonic order and plotted by the dashed line in figure 4(b). The laser phase variation induced modulation depth calculation starts to deviate from the saddle point calculation for harmonic orders $q \geq 25$, indicating that the electron propagation phase is playing a more important role for cut-off harmonics. Both the theory predictions and the experimental results showed a modulation depth in the range from 0.6 to 1.2 rad with $\delta E/E = 0.035$, a reasonable working range for an SLM.

The harmonic phase modulation depth $C_q$ also increases as the relative perturbing field $\delta E/E$ increases. According to equation (1), the phase modulation should be proportional to the amplitude of the perturbing field. If the perturbing field significantly increases, the total driving field amplitude variation is large enough to modify the ionization rate and the amplitude of the high harmonics. In that case, the linear dependence of $C_q$ on $\delta E$ in equation (1) is insufficient to describe the wave front modulation. As shown in figure 4(c), the slope of the modulation depth $C_q$ as a function of the relative perturbing field $\delta E/E$ drops, as the perturbing field

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.png}
\caption{High harmonic phase modulation delay $\psi_q$ and depth $C_q$ in neon. (a) The harmonic modulation delay $\psi_q$ as a function of the harmonic order $q$. The driving laser pulse energy is 0.83 mJ (blue) and 0.67 mJ (red). (b) The harmonic modulation depth $C_q$ as a function of the harmonic order $q$. The experimental result is shown in circles, the saddle point calculation result in the solid line, and the dash line shows the function $q \sin^{-1}(\delta E/E)$. The relative perturbing field amplitude is $\delta E/E = 0.030$.}
\end{figure}

increases. This behavior of the modulation depth $C_q$ indicates a transition of high harmonic modulation from a perturbative regime to a non-perturbative regime. In addition, the amplitude modulation of the high harmonic wave front can also be obtained from the reconstruction of the harmonic near field. As the relative perturbing field $\delta E/E$ increases from 0.01 to 0.08, the amplitude modulation increases from 5% to 40%. It also explains the slow growth rate of $C_q$ with $\delta E/E$.

Finally, we have studied the dependence of the high harmonic phase modulation on the nonlinear gas medium, by changing it from argon to neon. As shown in the theoretical analysis, the ionization phase and the recombination phase contributions to the harmonic phase modulation is negligible compared to the electron propagation phase, thus the experimental results with neon about the harmonic phase modulation depth $C_q$ and delay $\psi_q$ in figure 5 are similar to those results with argon in figures 4(a) and (b). As shown in figure 5(a), low harmonic orders away from the cut-off generated in neon follow a $\pi/2$ delay relative to the perturbing field, whereas the delay for higher order harmonics drops as they approach the cut-off. In figure 5(b), the measured...
modulation depth $C_q$ (circles) is also close to the saddle point calculation with $I_p = 21.56$ eV for neon (solid line). Note that the driving field phase variation induced modulation depth $q \arcsin(\delta E/E)$ can also reasonably predict the measured harmonic phase modulation depth, and it is independent of the gas type.

4. Conclusion

In conclusion, we have studied how the phase of high harmonic radiation can be modulated by the relative amplitude and phase variations of the driving laser field. Both theoretical calculations and experiments showed that for harmonic orders far from the cut-off, the $q$th harmonic phase modulation can be estimated by $q$ times the driving laser phase variation. This relation provides a rule of thumb for high harmonic wave front control and it also defines the feasible range of the optical petahertz oscilloscope technique to measure the absolute carrier envelope phase of a few-cycle pulse.

The link between the driving laser phase and the XUV high harmonic phase also suggests an SLM for XUV high harmonic radiation. High harmonic radiation is focused and delivered by various XUV or x-ray optics for nonlinear optics or imaging applications. However, such optics (and even the extremely nonlinear high harmonic generation process itself) introduces aberrations to the wave front, leading to imperfect spatial beam profiles. In this case, a weak perturbing laser beam can be spatially modulated by an ordinary near infrared or visible SLM, and the modulated perturbing field overlaps with an intense driving field at the nonlinear medium. Thus, the perturbing field wave front pattern can be directly imprinted onto the generated high harmonic wave front to pre-compensate the aberration [45]. Moreover, with the feedback from \textit{ex situ} wave front characterizations, the \textit{in situ} driving-perturbing wave front control scheme would be able to work in a close loop and to realize versatile structured wave front of high harmonic radiations.
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